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Abstract
This thesis was completed in the ATLAS experiment at the Large
Hadron Collider at CERN. The work presented here spans from
detector monitoring to the early collision physics and finally to
the analysis of 7 TeV collisions data in search for New Physics.
Three main topics are presented in the thesis. The first one is
the monitoring and data quality of the ATLAS Inner Detector.
The measurements of charged particle spectra in p-p collisions
with energies of 900GeV, 2.36TeV and 7TeV are shown in Paper
I attached in the thesis and the cross-check that was carried out
on the analysis 7TeV dataset is presented. A search for Super-
symmetric events in the 7TeV data is presented and the results
are summarised in Paper II attached in the thesis.
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Chapter 1

Introduction

The Large Hadron Collider (LHC) is a state of the art proton-proton collider
built at CERN. It has a 27 km circumference and is designed to reach Center
of Mass (CoM) energies of 14TeV. This is the highest energy ever achieved
in a collider, and by analysing the output of its collisions the physics at these
high energies can be studied. To this end there are four major experiments
at the LHC, built to record the particles produced in collision at the LHC.
These experiments are ATLAS, ALICE, CMS and LHCb; I participated in
the ATLAS experiment.

The physics investigated covers many different areas. The most impor-
tant goal for the ATLAS experiment was to find the Higgs particle, the dis-
covery of the Higgs particle was indeed announced by both ATLAS and CMS
on July 4th 2012. In addition, searching for physics beyond the Standard
Model (SM), such as Supersymmetry, is an important topic. The detector
is also suited for doing more refined measurements of SM properties, taking
advantage of the very high event output of the LHC, as well as probing SM
physics at the higher energy of the LHC.

I had the privilege of doing my PhD during the time when the first LHC
run took place, starting in 2009 and ending in 2013. This allowed me to
participate in the detector commissioning for collisions, the start of the run,
as well as the gradual improvements in the understanding of the detector
and the machine.

During the entire run I worked on the Inner Detector Global monitoring,
a monitoring package responsible for assessing the status and performance
of the ATLAS Inner Detector as a whole. Throughout this I worked closely
with the ATLAS Inner Detector and Data Quality communities, which was
greatly aided by being stationed at CERN as a Technical PhD Fellow. In the
years 2009-2014 I was responsible for the Inner Detector Global Monitoring
package as well as day-to-day operations; assessing the quality of data as
well as maintaining the system for running the monitoring package during
data-taking.
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2 Introduction

I got the opportunity to participate in the 7TeV minimum bias analysis in
2010. This analysis produced the first 7TeV minimum bias result for ATLAS
and combined them with the results from the analysis of the 900GeV and
2.36TeV data collected in the first months of operation in 2009. In this
paper I was responsible for the cross-check analysis performed on the 7TeV
dataset, leading to the same distributions as those published. This was very
interesting as it was the first chance to see how the work on monitoring
comes into play in a physics analysis and getting a better understanding of
the impact of tracking on physics analyses. The work on this is published in
Paper I included in the thesis, entitled “Charged-particle multiplicities in pp
interactions measured with the ATLAS detector at the LHC“.

Paper II, entitled “Search for supersymmetry in events with large missing
transverse momentum, jets, and at least one tau lepton in 7 TeV proton-
proton collision data with the ATLAS detector”, presents a search for Su-
persymmetric events in the 7TeV data collected in 2011 with tau leptons
as a signature. Supersymmetry is an extension of the Standard Model that
predicts a relatively light Higgs boson and solves the so called hierarchy
problem, stabilizing the Higgs boson mass. There are also good Dark Mat-
ter candidates among supersymmetric particles. In many supersymmetric
models a partner of the tau lepton, the stau, is the so called Next to Light-
est Supersymmeric Particle (NLSP). This leads to tau lepton signatures in
the detector. My role in Paper II was to develop methods to estimate back-
grounds from W and top production. In addition, I have been responsible
for large parts of the developement of the framework used for the analysis.
The framework relies on so called “skims and slims”, to produce subsets of
interests from the ATLAS data with preselected information which is impor-
tant for the analysis. I have continued my active analysis support also for
the analysis based on 8 TeV data from 2012, which resulted in a conference
note [1] and a paper [2].

I got the opportunity to present results on behalf of ATLAS, including
my work, on two occasions, once at the 2nd International Workshop on Mul-
tiple Partonic Interactions at the LHC in Glasgow with a talk titled “Mini-
mum bias measurements at ATLAS” and in the First Large Hadron Collider
Physics Conference in Barcelona with a talk titled “Inclusive searches for
squarks and gluinos with the ATLAS detector”.



Chapter 2

LHC and ATLAS

The work presented in this thesis has been performed at the ATLAS de-
tector situated at the Large Hadron Collider (LHC), both presented in this
chapter. This chapter discusses the relevant accelerator parameters as well
as ATLAS detector technologies, operation, data taking and reconstruction
of physics objects and quantities used in the analysis. This forms the back-
ground needed for the work presented in the following chapters. All ATLAS
information in this chapter is based on the ATLAS detector reference pa-
per [3], unless otherwise stated.

2.1 LHC

The LHC [4] is a new collider built at CERN. It is a proton-proton collider
nominally operating at a 14TeV CoM energy. It is built within the old Large
Electron Positron Collider (LEP) tunnel and has a 27 km circumference, see
figure 2.1. The entire collider is operated with superconducting magnets,
which are cooled down to 1.9K to keep the dipoles superconducting and
providing the necessary 8.3T field to bend the protons.

The accelerator has four interaction points, where collisions take place.
There are the four main experiments of the LHC, ATLAS (Point 1), AL-
ICE (Point 2), CMS (Point 5) and LHCb (Point 8).

Luminosity is a very important collider parameter, allowing us to calcu-
late expected event rates given a process cross-section. It can be approxi-
mated as

L =
f ×N2

4πσxσy
(2.1)

where f is the rotation frequency of particles in the beam, N is the number
of particles and σx and σy are the spread of the beam in the directions or-
thogonal to the beam. Nominally the LHC could be filled with 2808 bunches

3



4 LHC and ATLAS

with a 25 ns bunch spacing between them, each containing 1.1×1011 protons,
to reach a design luminosity of 10× 1034 cm−2 s−1. The resulting interac-
tion rate at the detectors is about one billion collisions per second, putting
a heavy strain on the detector readout and trigger systems. As the lumi-
nosity is very high and the bunch spacing is tight there is more than one
interaction in each bunch crossing. These additional additional interactions
are referred to as pileup. At such high luminosity and tight bunch spacing
pileup becomes a significant problem.

The results presented in this thesis use data collected during the years
2011-2012. During this time the LHC underwent commissioning towards
increasingly higher CoM energies and luminosity. The CoM energy was
7TeV and 8TeV in 2011 and 2012 respectively, with 1368 bunches at 50 ns
spacing. The integrated luminosity and average number of interactions per
bunch crossing for the 2011 and 2012 runs can be found in figure 2.2.

Figure 2.1: Overview of the LHC accelerator chain. The proton beam enters the
LHC from the SPS with an energy of 450 GeV, with collisions happening at four
interaction points around the ring, one for each of the main experiments; ATLAS,
ALICE, CMS and LHCb. The interaction point where ATLAS is located is referred
to as Point-1.

2.2 ATLAS

The ATLAS detector is a general purpose detector, situated in one of the
four LHC interaction points, as indicated in figure 2.1. The detector is built
with a broad physics programme in mind, ranging from searches for the Higgs
boson and physics beyond the Standard Model to top physics and precision
Standard Model measurements. It is a 44m long and 25m tall detector, built
with three primary components: the Inner Detector (ID), the calorimeters
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Figure 2.2: Total integrated luminosity delivered by the LHC as a function of
time as measured by ATLAS (left) and average number of interactions per bunch
crossing, weighted by luminosity (right) for the 2011 and 2012 runs.

and the Muon Spectrometer; the overall structure of the detector is shown
in figure 2.3. All of these components are built for providing excellent her-
miticity as well as giving reliable measurements of particle properties under
the conditions of the LHC. These include very high event rates, large event
multiplicities and a high radiation environment.

Figure 2.3: Overview of the ATLAS detector. Shown are the main detectors of
ATLAS and the magnet system [5].

2.2.1 Coordinate system

The ATLAS coordinate system is oriented such that the x-axis points to-
wards the center of the LHC ring and the y-axis points upwards. Thus the
z-axis is along the beam pipe, pointing counter-clockwise. The azimuthal
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angle φ is defined as φ = arctan (y/x) and the polar angle, θ between the
particle and the z -axis. Pseudorapidity is commonly used instead of θ, de-
fined as η = − ln tan θ/2. The transverse momentum of a particle is defined
as pT =

√
p2

x + p2
y. Angular distances between objects, denoted ∆R, are

defined as: ∆R =
√

∆η2 + ∆φ2

2.3 Inner Detector

Figure 2.4: The ATLAS inner detector, showing a cutaway view of the barrel and
end-caps. The Pixel detector is closest to the beampipe, followed by the SCT and
the TRT. The dimensions of the entire ID are shown for perspective [5].

The ID is a tracking detector, comprised of three sub-detectors. These
are two silicon detectors, the Pixel and the SemiConductor Tracker (SCT)
and a straw tube detector, the Transition Radiation Tracker (TRT). An
overview of the detector layout can be found in figure 2.4.

A solenoid magnet provides a 2T magnetic field with the field aligned
with the beampipe bending the tracks of charged particles in the x -y plane
allowing for momentum measurements in the tracker, see figure 2.5.

An evaporative cooling system, using C3F8 as coolant, is used to keep
the Pixel and SCT detectors at a −7 ◦C temperature. This ensures that the
detector performance stays high even after irradiation. The TRT operates
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Figure 2.5: Overview of the ATLAS magnet systems, showing the solenoid, which
provides the magnetic field to the ID and the toroid magnets providing magnetic
field in the MS volume [6].

at room temperature, therefore heating pads are placed at the SCT-TRT
boundary.

Pixel

The Pixel detector consists of three concentric cylindrical layers in the barrel
and three disks for the endcap on each side with a total 1744 modules in the
whole detector. The barrel and end-cap modules are identical, with nominal
Pixel size of 50× 400 µm2 and a sensor thickness of 250 µm. Each sensor has
46 080 independently read-out channels, resulting in more than 80 million
readout channels for the whole detector. The Pixel sensors are built using
an oxygenated n-type bulk material. One side is n+ implanted where the
sensors are placed. The detector is operated with a 150V depletion voltage
applied to the sensors. As charged particles traverse the sensor they produce
electron-hole pairs that are then collected and read out as electric signal by
the electronics. The accuracy of the detector is 10 µm in the R-φ plane and
115 µm in the z direction (R in the endcap). The innermost layer of the Pixel
detector is referred to as the b-layer and is very important for vertexing.

Semiconductor Tracker

The SCT is a silicon microstrip detector. It consists of four double sided
concentric layers in the barrel and nine single-sided endcap disks on each side,
with 15912 modules in total and more than six million readout channels. The
sensors are made using a single sided p-in-n design with each sensor consisting
of 768 strips with 12 cm length and 80 µm strip pitch. As charged particles
traverse the detector they create electron-hole pairs that are collected and
read out by the electronics. The strips are aligned along the z -axis in the
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barrel and radially in the end-caps. In order to provide position information
along the sensor strip direction the two modules in each layer have a stereo
angle of 40 µrad, resulting in 580 µm accuracy along the strips. The detector
is operated at 150V bias voltage.

Transition Radiation Tracker

The TRT is a straw tube detector, placed outside the SCT. The detector
is constructed from 4mm diameter straw tubes with each tube made of two
35 µm layers, containing a gas mixture of 70% Xe, 27% CO2 and 3% O2.
The straws are 144 cm long in the barrel. In order to cope with the high
track multiplicities they are split in two sides, each side read out separately;
this means there is no measurement of the z coordinate. In the end-caps the
straws are arranged radially and are 39 cm long. As charged particles traverse
the straws they create electron-ion pairs, that drift to the cathode and anode
respectively. The detector records the position of charged passing particles by
measuring the drift time of the electrons to the anode. The spatial accuracy
for the drift radius is 130 µm. A distinction is made between low threshold
minimum ionising particle hits and high threshold transition radiation hits.
This is used to provide separation between pions and electrons. The TRT
provides coverage for |η| < 1.1 in the barrel and 1.0 < |η| < 2.0 in the
end-cap. The total number of readout channels of the whole detector is
350 000.

The TRT provides an large number of additional hits from each straw,
typically 36 per track. This significantly improves the transverse momentum
resolution, by extending the lever arm for the measurement, while also en-
hancing the electron/pion separation via its coating that produces transition
radiation for high pT electrons.

2.4 Calorimeters

The ATLAS calorimetry system is built from five different sub-detectors,
split into electromagnetic and hadronic calorimetry. Electromagnetic calorime-
try is done using liquid argon as active material and lead as absorber. Behind
the electromagnetic calorimeters are the hadronic calorimeters. In the bar-
rel this is done by the tile calorimeter and in the end-caps by the Hadronic
Endcap Calorimeter (HEC). At high pseudorapidities the Forward Calorime-
ter (fCal) provides both electromagnetic and hadronic calorimetry. In the
barrel the cryostat houses the Liquid Argon Calorimeter (LAr) while in the
end-caps the LAr, HEC and fCal share a common cryostat. An overview
of the calorimetry system can be found in figure 2.6 and it is described as
follows:
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Figure 2.6: Overview of the ATLAS calorimeters [5].

Electromagnetic calorimetry

Figure 2.7: Structure of the ATLAS electromagnetic calorimeter, showing the ac-
cordion shape of the detector as well as the different layers and their granularity [5].

The ATLAS electromagnetic calorimeter is a sampling calorimeter using
lead absorbers and liquid argon as the active material. A schematic view
of the calorimeter can be seen in figure 2.7. The calorimeter is built using
an accordion structure covering the |η| < 2.5 region in the barrel and 2.5 <
|η| < 3.2 in the end-caps. The detectors are segmented in three (two) regions
in depth in the barrel (end-cap) with varying granularity in η. The first
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layer is very finely segmented in η in order to provide accurate direction
determination. Starting from the innermost, each layer provides 4.3, 16 and
2 radiation lengths respectively. The accordion ridges run along φ (R) in
the barrel (end-cap). Between the absorbing layers there is an electrode
mesh, consisting of three copper layers, the first and third layer at 2 kV
potential and the second layer is used to read out the signal. This results in
a 450 ns charge collection time. The energy resolution of the calorimeter can
be parametrised as:

σ(E)

E
=

a√
E (GeV)

⊕ b (2.2)

where the stochastic term is a = 10% ·
√

GeV and the constant term is
b = 0.17%.

Hadronic calorimetry

The hadronic calorimeter of ATLAS sits outside the LAr calorimeter and is
used to provide measurement of energy for hadronically interacting particles
that will punch through the LAr calorimeter. It is built from iron absorber
tiles and plastic scintillator tiles covering the |η| < 1.7 region. The tiles are
arranged azimuthally.

The detector is split into three layers. The layers are segmented into
areas of ∆φ×∆η = 0.1×0.1 in the first two layers and ∆φ×∆η = 0.1×0.2
in the third layer. On average the active detector spans 8 interaction lengths.

As hadrons transverse the detector they interact with the iron tiles, ini-
tiating showers. As the resulting shower goes through the scintillating tiles
ultraviolet light is emitted, which is collected at the edge of each scintil-
lating tile through wavelength shifting fibers connected to PhotoMultiplier
Tubes (PMTs) at the outer surface of the detector. The collected light is
converted into electric signal and read out.

The relative resolution of the Tile calorimeter can be parametrised as in
eq. 2.2 with parameters a = (56.4± 0.4)% ·

√
GeV and b = (5.5± 0.1)%.

In the end-caps, the HEC is used, which is a liquid argon calorimeter with
copper plates as the absorber material, covering the 1.5 < |η| < 3.2 region.
The detector is built from two wheels with the innermost having 24 layers
and the outer 16 layers. The absorbing copper layers are flat and a nominal
voltage of 1.8 kV is applied between the absorbers and the electrodes.

Forward Calorimeters

In the forward region (3.1 < |η| < 4.9) the fCal is used to provide calorime-
try for both electromagnetically and hadronically interacting particles. The
detector uses liquid argon as the active material. It is further segmented into
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three regions in depth, the one closest to the interaction point using copper as
the absorber and specialising for electromagnetic calorimetry, with the next
two using tungsten absorbers and meant to provide hadronic calorimetry and
limit punch through to the muon systems.

Calorimeter calibration

The calorimeter response is different depending on the type of particle travers-
ing it. In ATLAS two different calibration schemes are used:

Electro-Magnetic Energy Scale (EMES) is a calibration based on the
calorimeter response to electrons and photons. This calibration was
performed using test beam data. It is the baseline calibration applied
to calorimeter clusters.

Jet Energy Scale (JES) is a calibration appropriate for Quantum Chro-
modynamics (QCD) jets. It is applied as a correction to the EMES
calibration.

2.5 Muon spectrometer

The muon spectrometer makes up the largest part of the detector and is
composed of four detector systems with two different purposes:

• Precision measurements

– Monitored Drift Tubes (MDT) ( |η| < 2.7 )

– Cathode Strip Chambers (CSC) ( 2.0 < |η| < 2.7, in the inner-
most layer )

• Triggering

– Resistive Plate Chambers (RPC) ( |η| < 1.05 )

– Thin Gap Chambers (TGC) ( 1.05 < |η| < 2.4 )

MDTs are used for precision measurements throughout most of the detec-
tor, providing coverage for |η| < 2.7. These are 30mm diameter drift tubes,
filled with a 93%/7%Ar/CO2 mixture under 3 bar pressure. At the center
of the tube is a 50 µm thick tungsten-rhenium wire at a 3080V potential
difference compared to the tubes. The passage of muons triggers ionisation
of the gas mixture and the readout of the resulting electrons at the wire.
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CSCs are used for the innermost muon wheel, covering 2.0 < |η| < 2.7,
as they have very good granularity and timing resolution. The detector is a
multi wire proportional chamber, with wires running in the radial direction
at a 1900V potential. Cathode strips run both parallel and perpendicular
to the wires. Based on the charge collected at each strip it is possible to
pinpoint the position of the track in both dimensions.

RPCs are built using electrode plates only, and no wires, with a 2mm
gap. A 4.9 kVmm−1 electric field leads to electron avalanches as muons pass
between the plates.

TGCs are multi wire proportional chambers. Their defining feature is
that the distance between the wires is larger than between the wire and the
cathode. They have excellent timing resolution for the detector.

RPCs and TGCs are used for providing input to the Level one (L1)
trigger, owing to their high readout speed, as well as additional hits for
muon tracking.

An air-core superconducting toroid magnet provides magnetic field in the
muon spectrometer volume, as indicated in figure 2.5. The magnet system
consists of eight toroid coils in the barrel and two magnets in the endcaps
built of eight coils, see figure 2.8. The coils in each endcap are housed inside
a common cryostat. Due to the low number of coils building up the field
there is considerable variation in the magnetic field, with values between 2
to 4Tm.

Figure 2.8: Overview of the ATLAS Muon Spectrometer. Shown are the MDTs and
CSCs as well as the TGCs and RPCs. The barrel toroid magnets are also visible
as are the end-cap magnets [5].
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2.6 Reconstruction

Reconstruction is the process of going from the raw detector output to ob-
jects which are closer to the particles that were produced in the collision.
In the ID and the MS the hits are combined to form tracks, recording the
passage of charged particles. In the calorimeters, nearby energy deposits
are combined to form clusters, representing possibly related energy deposits.
From this point, they can be further combined to produce composite objects.

Tracks are the object of interest both in chapter 2 and 3 that follow. For
the analysis presented in chapter 4 taus and jets are the main focus, as well
as Emiss

T , which is very important in the characterisation of Supersymmetry
(SUSY) events.

Below follows a brief summary of the physics objects reconstructed in
ATLAS with focus on the most important ones for the work presented in the
following chapters.

Tracks

Tracks are reconstructed particle trajectories using data from the ID and the
muon spectrometer (for muon tracking). The following track parametrisation
is used in ATLAS (see section 2.2.1 for coordinate system summary):

d0 The transverse distance of the particle to a reference at the point of
closest approach.

z0 The longitudinal distance of the particle to a reference at the point of
closest approach.

η The η direction of the particle.

φ0 The φ direction of the particle.

pT The transverse momentum of the particle.

Primary tracks, those originating from p-p interactions, are found using
the so-called “inside-out” track reconstruction. This is the principal step in
the track reconstruction and is seeded by hits in the Pixel and SCT. The
track seeds are constructed by finding three hits in the Pixel and/or SCT
that are compatible with a charged particle trajectory. These seeds are then
propagated outwards through the Pixel and SCT detector using a Kalman
filter to find compatible hits and update the track parameters at each layer
of the detector. At this stage any ambiguities in the hit association to tracks
are resolved and following this the track candidates are propagated to the
TRT. Finally, the tracks are scored, in order to select the candidates that
correspond most likely to primary charged particles. This procedure is done
for tracks with momenta down to a certain minimal pT threshold. This
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threshold is typically set at 500MeV but can go down to as little as 100MeV
for minimum bias event reconstruction.

.

For handling secondary charged particles, an additional tracking mode
is in place using TRT hits as seeds to construct TRT-only tracks, these are
then propagated inwards towards the interaction point adding extra Pixel
and SCT hits to the track [7].

Finally, tracks are also built with Pixel hits alone. This is done in the
very forward region, where Pixel alone provides coverage. These tracks are
combined with muon hits to produce forward muons.

During the hit collection phase the tracking is aware of disabled modules
in the detector, such that if a disabled module is passed by a track, the result-
ing missing hit is treated like a properly associated hit in the requirements
applied during event reconstruction and physics analyses. On the other hand,
active modules that did not add a hit to the trajectory count against the
track hypothesis, and only a limited number of such occurrences is allowed
per track. This allows the tracking to handle the large hit multiplicities in
the detector, where fake tracks can easily arise from combinatorics. The
exact quality requirements for a successful track fit and suppression of fakes
depend on the luminosity, becoming tighter as the luminosity increases [8].

Vertexing and Beamspot

Vertex reconstruction uses primary tracks to determine the location of in-
teraction and decay vertices in the event. This is made more difficult in
the high-pile-up LHC environment, requiring many separated vertices to be
found. For the LHC runs in 2011 and 2012 the mean number of interactions
per bunch crossing (µ) was 9.1 and 20.7 respectively and the distribution of
µ can be seen in figure 2.2.

Vertex reconstruction uses an iterative χ2 fit of tracks to a common ver-
tex. The z0 parameter of the tracks is used to produce seeds, by combining
nearby tracks, and then tracks are added and scored according to their con-
tribution to the χ2. Tracks that are more than 7σ away are taken out and
used to seed a new vertex candidate.

The beamspot is reconstructed by taking the vertices found during re-
construction and fitting an ellipsoid to contain them. The determination is
done every ten Luminosity Blocks (LBs), letting the software track changes
in beamspot position. When available, the beamspot is used as a three di-
mensional constraint on the vertex parameters. The procedure terminates
when no more seeds are available [8].
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Jets

Jets are reconstructed using the anti-kT algorithm [9] where the distance
parameter is set to 0.4. The calorimeter inputs to the jet reconstruction
are topological calorimeter clusters. Energy determination is done in two
different ways. One scheme relies on cluster energy being evaluated with
the EMES calibration with the JES correction factor applied [10] while the
other method relies on a direct calibration of the cluster energy using a
local calibration scheme. This correction factor is meant to correct for the
different calorimeter response to hadrons compared to the electron beams
that the EMES calibration is based on.

B-tagging Jets originating from b-quark hadronisation can be distinguished
from jets originating from other quarks. This is due to the relatively long life-
time of b-hadrons. To identify these jets a secondary vertex is reconstructed
from the charged tracks belonging to the jet.

In order to provide b-tagging, special algorithms are used. In use in
ATLAS are IP3D [11] which relies on the impact parameter of the tracks to
identify b-jets. SV0 [11] uses secondary vertex information to identify such
decays. JetCombNN [12] does more sophisticated identification, exploiting the
topology of the decays in the b-jet. Finally, the MV1 [11] algorithm uses the
output of all the above algorithms and combines them using a neural network,
to produce one combined output from all of these, and thus achieving the
highest discrimination power.

Taus

Tau leptons, due to their larger mass, can decay into a large variety of states.
In all decays there is a tau-neutrino, an odd number of charged particles
and possibly neutral mesons are produced. Classified by the type of the
charged particles, the possible decay modes include decays through electrons
or muons as well as hadronic decay modes. The goal of tau reconstruction is
to be able to correctly reconstruct and identify hadronically decaying taus,
since it is very hard to distinguish taus decaying through leptonic modes
from primary electrons or muons.

The main challenge of identifying hadronic tau decays is that they are
very similar to QCD jets. Hadronic decay modes include charged and neu-
tral hadrons, primarily pions. The decay modes are split by the number
of charged particles, most commonly one or three, referred to as one- and
three-prong decays respectively. These charged hadrons are detected in the
tracking and as hadronic energy. The neutral pions in the decay are seen as
electromagnetic energy, as they promptly decay into photons. An example
of a hadronic tau decay is shown in figure 2.9. The neutrino produced in
tau decays escapes detection, which means that some information about the
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four-momentum of the original tau is lost. The combined four momentum
of the hadronic decay products of the tau is referred to as the visible tau
momentum (pvis

T ).
Hadronic tau reconstruction in ATLAS is seeded by jets coming from jet

reconstruction, anti-kT jets with radius R = 0.4 which satisfy the require-
ments |η ≤ 2.5|, to be within the acceptance of the ID, and |pT| > 10GeV.
During tau reconstruction this region is further split into the core (R < 0.2)
and the isolation annulus (0.2 < R < 0.4). As the decay products of taus are
more collimated than QCD jets these two regions are used to differentiate
hadronic tau decays from jets. These regions can be seen schematically in
figure 2.9. Additionally, each of these jets is associated to a vertex where the
tau is most likely to originate from.

The tau four-momentum is determined at this stage. First, the barycen-
ter of the clusters that form the seed jet is calculated; the four-momentum of
all clusters within ∆R < 0.2 of this barycenter are then summed to form the
tau four-momentum. The energy of the clusters in this last step is calibrated
using the so-called Tau Energy Scale (TES) calibration schema, reflecting
the particular mixture of electromagnetic and hadronic energy found in tau
decays.

Once the tau four-momentum has been determined, tracks can be associ-
ated to the tau candidate. Tracks falling within the core cone are associated
provided they satisfy the following criteria:

• pT ≥ 1GeV

• At least two Pixel hits

• At least seven Pixel and SCT hits

• |d0| ≤ 1.0mm

• |z0 sin θ| ≤ 1.2mm,

where the last two criteria are defined with the tau vertex as reference point.
Tracks inside the isolation annulus are not associated to the tau candidate
but are still used for producing discriminating variables for identification.

In order to identify taus, a number of variables are used to discriminate
between taus and other objects (e.g. jets, electrons or muons). One impor-
tant distinction comes from the number of tracks associated with the tau
and three variables use this information during identification:

• Track radius, the pT weighted angular distance of associated tracks
and tracks in the isolation annulus to the tau axis (Rtrack)

• Invariant mass of associated tracks, if more than one (mtracks)
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Figure 2.9: An example of a hadronic tau decay. The region within the inner cone
is called the core and between the two cones is called the isolation annulus.

• Fraction of total transverse momentum carried by the leading associ-
ated track (ftrack)

In addition to the lower track multiplicities of tau decays compared to
jets, the energy deposits of taus are also more focused, compared to the
larger spread of QCD jets. This gives rise to a second set of discrimination
variables:

• Maximum ∆R (∆Rmax) between clusters

• Fraction of total energy carried by clusters in the core (fcore)

• Number of tracks in isolation annulus (N0.2<R<0.4
trk )

Finally, taus have a non-negligible lifetime of (2.906±0.010)×10−13s [13],
the following variables that depend on the flight distance are used to char-
acterise tau candidates:

• Leading associated track Impact Parameter (IP) significance (Sleadtrack)

• Transverse flight path significance (Sflight
T )

These are combined using multivariate techniques to produce the final
discriminant. Three different identification discriminants are used; these
are used for rejection of fakes originating from jets (the biggest contribu-
tion), electrons and muons (including electrons and muons originating from
leptonic tau decays). Three selection types are provided, each presenting a
different compromise of efficiency versus purity for the identified taus. These
are referred to as the loose, medium and tight selections, each having pro-
gressively higher purity at the expense of lowered efficiency [14].

The analysis presented in chapter 4 uses the Boosted Desicion Tree
(BDT) based method for identification. The following selection is applied:
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• BDT based jet rejection (Tight selection)

• BDT based electron rejection (Tight selection)

• Muon veto

Missing ET

The Emiss
T observable is the momentum imbalance of the event in the trans-

verse plane. It is reconstructed from calorimeter clusters and reconstructed
muons.

In order to provide as accurate an energy measurement as possible the
energy of each cluster is evaluated depending on the kind of physics object
it is associated with, if any. When an association is possible the energy
scaling of the appropriate object type is used. The full Emiss

T is built from
the following components [15]:

• Jets are taken into account and the JES is used to calibrate the energy
of the associated clusters.

• Electrons are accounted for and the EMES is used for energy calibra-
tion.

• Taus are not given special treatment in the Emiss
T calculation, their

clusters are therefore treated as jets or electrons depending on how
they are reconstructed.

• Muons are added in using muons reconstructed in the muon spectrom-
eter alone. The reason for this is that the clusters of deposited energy
in the calorimeters are already taken into account in the Emiss

T recon-
struction. Using standalone muons ensures that these are not double
counted due to energy corrections.

• Calorimeter energy deposits around an identified muon are also added
to account for the remaining muon momentum. In this case calorimeter
cells are directly used to build up this contribution instead of clusters.

• The soft energy term covers all calorimeter clusters not otherwise as-
sociated with an object. They get added to the Emiss

T , with the EMES
energy calibration.

Useful discrimination variables

A few variables are of particular importance in the work presented further,
these are:
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• The transverse mass, mT, is defined between a lepton in the event and
the Emiss

T :

mT =

√
2(|Emiss

T ||pτT| − ~Emiss
T · ~pτT)

• The effective mass, meff is the scalar sum of the Emiss
T and the trans-

verse momenta of all jets and taus in the event

meff =
∑
i

pτT +
∑
j

pjet
T + Emiss

T

• HT is calculated as the scalar sum of the transverse momenta of selected
jets and taus in the event

HT =
∑
i

pτT +
∑
j

pjet
T

These variables are useful for characterising events and are used partic-
ularly to discriminate between signal and background.

2.7 Trigger and DAQ

The trigger system is responsible for selecting events that are of interest for
the physics programme of ATLAS. The computing time required to process
those events and storage space to record them put stringent limits on the
amount of events that can be stored offline for analysis. Additionally, while
the event data is retrieved by the readout electronics there is dead time for
the detector, no events can be recorded. Therefore it is important to select
the most interesting events for readout. All the above issues are addressed
by the trigger system.

The trigger system consists of three stages, each successively producing
a more refined event selection with a lower output rate.

As collisions occur in the LHC the output of each detector is kept in
memory on board the detector elements. This information is buffered there
until a decision is received from the L1 trigger that the event should be read
out. The L1 trigger uses information from the muon detectors to identify high
pT muons and calorimeter information to identify jets, electrons/photons,
taus and events with large Emiss

T or total transverse energy. In order to keep
processing time within the small 2.5 µs latency window of the L1 trigger,
reduced granularity information is used at the L1 stage. Furthermore, the
calorimetry trigger is implemented in hardware in its entirety. After L1
selection the event rate is reduced down to 75 kHz. Events passing the L1
trigger are passed to the High Level Trigger (HLT).



20 LHC and ATLAS

The HLT is composed of two stages, the Level two (L2) trigger and
the Event Filter (EF). Both use algorithms similar to those implemented in
offline reconstruction and provide a more refined event selection, that further
reduces the event rate.

The L2 trigger works on Regions Of Interest (ROI), defined by the fea-
tures identified by the L1 trigger. Now the full granularity detector data in
this region as well as ID data are used, allowing for more refined reconstruc-
tion of the objects of interest. The L2 further pushes down the event rate to
about 3.5 kHz.

Finally, in the EF the entire detector data is used at full granularity,
producing the final decision on whether the event should be kept. Events
selected at this stage are recorded for offline processing. The final event rate
is about 200 kHz which is the maximum rate that can be handled by the
offline computing resources. The overall structure of the triggering system
of ATLAS can be seen in figure 2.10.

The events that are recorded in ATLAS are then split into streams. These
streams classify events into sets with common characteristics. The streams
typically used in data analysis are:

JetTauEtmiss which contains events passing triggers involving jets, taus or
Emiss

T .

Egamma which contains events passing triggers involving electrons or pho-
tons.

Muons which contains events passing triggers involving muons.

Express which contains a mix of triggers intended for fast processing for the
purposes of calibration and monitoring.

While the majority of events are only classified into one stream, it is
possible for an event to satisfy the trigger requirements of more than one
of the above categories, these streams are not exclusive. Additional streams
are available for use in performance studies or more specialised analyses.

For the minimum bias study presented in chapter 3 the Minimum Bias
Trigger Scintillator (MBTS) trigger is used (L1_MBTS_1), which requires at
least one hit in one side of the scintillators. A looser trigger is used for
tracking studies in the analysis, which triggers randomly on a filled bunch
in the LHC.

For the SUSY analysis presented in chapter 4 the triggers used rely on
jets and Emiss

T . The objects are selected in such a way that the analysis is
limited to the trigger plateau. This is the region where the efficiency of the
trigger is close to 100%. The cuts placed are on the primary jet pT and the
Emiss

T , at 130GeV and 150GeV respectively.
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Figure 2.10: Overview of the ATLAS trigger system. Shown are the three trig-
ger levels as well as the typical output rate. An overview of the readout system
components at each level is also shown.

2.8 Offline processing

Events that are selected from the trigger are read out from the Data AQui-
sition (DAQ) system and are streamed to Tier-0 for storage and processing.
The Tier-0 center is located at CERN and provides the computing capac-
ity to promptly reconstruct the events coming out of ATLAS and the other
LHC experiments. Data taking in ATLAS is done in intervals known as LBs.
These represent periods of stable running conditions from both the machine
and the detector. During stable conditions a LB was switched every two
minutes in the 2012 run.

The output of the offline processing is the Event Summary Data (ESD)
format, which is the base format used for data analysis. These files contain
the objects used in physics analysis. A second format, Analysis Object
Data (AOD), is used as well, which contains the same information as the
ESD but with fewer details, making for a smaller and more manageable set
of information for physics analyses. These formats can be read in ATHENA. It
is also common to convert these formats into flat ROOT [16] ntuples that can
be used for ROOT based analyses, these are commonly referred to as D3PDs
in ATLAS.
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Chapter 3

ID Monitoring

In this chapter the ATLAS Inner Detector Global Monitoring is presented.
It is a software package used to produce information to assess the Inner
Detector performance and flag potential problems during data taking. The
package is designed to provide a global overview of the performance of the
three ID detectors combined and act as a middle ground between the ID
sub-detectors and reconstructed objects that rely on tracking.

The overall structure of the monitoring and related processes can be seen
in figure 3.1. These cover the production of the monitoring histograms as well
as preparing the output used by the shifters to evaluate Data Quality (DQ).

The package runs after reconstruction, providing prompt feedback based
on the data reconstructed. It is primarily used during data taking, includ-
ing cosmic ray, p-p and p-Pb collisions. It is also used during reprocessing
campaigns when all data taken is processed with a new release.

3.1 Software

All ATLAS monitoring packages based on ATHENA are implemented as a
collection of ATHENA tools tied together by a manager. The packages are
implemented in C++ and the monitoring tools and manager are implemented
as classes. The common ATLAS base classes for these are found in the
ManagedMonitoringBase ATHENA package, which provides a consistent inter-
face for all monitoring packages. The manager is responsible for setting up
the monitoring tools and calling them for each event. The tools in turn ini-
tialise all histograms that are produced and retrieve the event and condition
information needed to fill them. The base class for the monitoring tools de-
fines methods for initialisation during the beginning of a run or LB, filling
histograms as well as performing any necessary processing at the end of a
run or LB. An overview of the structure of the ID global monitoring package
in term of classes and their inheritance structure can be found in figure 3.2.
The package consists of the following tools:

23
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Figure 3.1: Functional diagram for the offline monitoring. Shown in green are the
inputs, which are the event as well the detector conditions. In red is ATHENA which
provides the framework for running reconstruction as well as monitoring. Finally,
in blue, the output of the monitoring in ROOT format as well as the DQ Web Display
which produces the web pages used by the DQ shifters.

InDetGlobalHitsMonTool is responsible for retrieving the number of hits
that make up each track and the number of dead modules traversed
by the tracks. It can also check the distribution of holes on each track,
which represents the number of detector elements crossed by the track
without an associated measurement. This runs in the online environ-
ment to promptly spot issues but is disabled in offline running to reduce
CPU time. These distributions are produced also as a function of the
η-φ parameters of the track, to localise problems in the detector.

InDetGlobalTrackMonTool which produces distributions of the track
parameters as well as the total number of tracks in each event. These
distributions are produced for a number of track selections fulfilling
different criteria in order to diagnose specific potential issues.

As there was much common code in the two tools described above, they were
merged during the 2012 run in order to reduce CPU time and memory used
by the monitoring.

InDetGlobalSynchMonTool checks the synchronisation of ID Read Out
Drivers (RODs) as well as the number of hits and tracks in the event as
a function of Bunch Crossing IDentification (BCID). The BCID is the
identification number given to each bunch in the accelerator. These
checks were particularly useful during commissioning.
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Figure 3.2: The inheritance diagram of the ATHENA tools used in the ID global
monitoring. The tools inherit from a common base class, derived from the
ManagedMonitoringBase package, which provides the basic monitoring interfaces.
The last row of tools provide basic monitoring of beamspot and primary vertexing
which were contributed to ID Global monitoring.

InDetGlobalNoiseMonTool checks the noise occupancy of the detectors
and any correlation between them. The noise occupancy determination
is very simple, using a direct subtraction of hits associated to tracks
from the total detector occupancy. While this strategy works well in
the low detector occupancies during cosmic ray data taking and low-
pileup p-p collision runs, which it was designed for, it cannot cope
with the occupancies seen in high luminosity LHC runs, deferring to
the more advanced noise occupancy monitoring of the sub-detectors.

InDetGlobalPixelMonTool monitors the performance of the tracking with
Pixels in mind. Information specific to the Pixel detector is shown for
all hits on track in the Pixels.

InDetGlobalPrimaryVertexMonTool Monitors the performance of the
primary vertexing in ATLAS. It provides basic information about the
spatial distribution of primary vertices, track composition and the qual-
ity of fit.

These tools run for each event processed by ATHENA. During data taking
these tools run in the end of event reconstruction, giving the monitoring
access to both the raw detector data as well as to all reconstructed quantities
that go into the ESD. It is also possible to produce the monitoring output
from ESD files directly.

The package is primarily used in two different settings, during data taking
at Point 1 as well as offline reconstruction at Tier-0.
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3.1.1 Online monitoring

Within the Point 1 environment the monitoring runs on dedicated machines
which sample events in real time, directly from the trigger. The purpose of
the online monitoring is to provide feedback to the detector and data quality
shifters about detector conditions and give an early alert for potential prob-
lems. The overall structure of the online monitoring and related processes
can be seen in figure 3.3.

Figure 3.3: An overview of the components of the online monitoring in Point 1 for
the ID. The entire reconstruction and monitoring runs alongside the ATLAS trigger
and DAQ software during regular runs with the OHP (Online Histogram Presenter)
and DQMD (Data Quality Monitoring Display) tools used by the shifter to view the
output.

The monitoring runs within dedicated ATHENA jobs, which do full re-
construction of ID data. During the 2012 run this was done in jobs which
provided output for all the ID detectors. The histograms produced by the
ID monitoring are checked by the ID shifter.

Two machines were used for this purpose, each with eight cores and 24 Gb
RAM, running eight reconstruction processes in parallel. The total number
of jobs was limited by CPU and network utilisation. The reconstruction only
runs the ID reconstruction and tracking. The sampled events come from the
express, JetTauEtmiss and Egamma streams. An additional set of jobs is
used to provide monitoring of the detector’s noise occupancy; this is best
done with empty events, sampled from the so-called ID monitoring stream,
which outputs these empty events at a fixed rate. Finally, a dedicated job is
used to produce detailed output of the current status of the Pixel detector,
producing output for each individual module.

For the physics stream monitoring there is a dedicated gatherer applica-
tion that merges the histograms from each job to provide the final histograms
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displayed to the shifter, with the total gathered statistics.
The shifter gets information from the monitoring through two applica-

tions, OHP [17] and DQMD [18]. The OHP application produces customised
views of the monitoring histograms, giving an easy overview to the shifter
and gathering related histograms together. The DQMD application displays
histograms and the result of automatic tests that are run on the histograms.

The online rate for running ATHENA reconstruction and monitoring is
about 1Hz per process on the monitoring machines, giving a total of 8Hz
sampling rate for the physics stream monitoring jobs. The total rate was
limited by the processing power of the machines and network usage. This
results in a restriction in the statistics that are available. For noise occupancy
monitoring the event processing speed is much higher, since reconstructing
empty events is much faster.

3.1.2 Offline monitoring

During offline processing the monitoring runs after reconstructing the RAW
detector information to produce ESDs or after reconstruction of ESDs to
AODs [19]. In contrast to the online mode all gathered events are avail-
able at this stage. The monitoring output of the offline monitoring is the
authoritative view on DQ as it provides a full view of the run.

Offline reconstruction monitoring is done in two passes. The first pass,
where only the express stream is processed and the bulk pass where all
streams are processed. The first pass starts immediately after data taking
and the results are used for initial data quality assessment and to check for
changes in detector conditions and calibration, which is done in the so-called
calibration loop. Following the calibration loop the bulk processing starts.

The most important part of the calibration loop for the ID global mon-
itoring is the beamspot determination [20], which determines the extent of
the luminous region where collisions happen. After the beamspot position
has been determined, it is used in the bulk processing as a de-facto measure-
ment in track reconstruction, ensuring that all tracks have their origin in the
luminous region.

In the bulk processing the ID global monitoring is run on the express
stream as well as the JetTauEtmiss physics stream, chosen due to the large
number of events therein with high track multiplicity. The monitoring runs
on one physics stream only in order to limit the use of computer resources
at Tier-0.

At the end of processing the output of the monitoring is assessed by
DQ shifters to ensure there are no problematic data to be used by physics
analyses. Any such problematic issues are then recorded in a dedicated
database. Each issue is stored in the form of a “defect” along with the
associated time duration, in terms of LBs [21], and details to describe what
was observed.



28 ID Monitoring

The defects themselves are prespecified problematic conditions. These
describe specific problems for data quality, e.g. regions with low tracking
efficiency or a bug in software affecting reconstruction. A defect can be set
as intolerable or tolerable, which determines if a LB with a given defect is
suitable to be used by physics analyses.

3.2 Monitored quantities

The ID global monitoring checks quantities related to the tracking in the ID.
This is complementary to the ID alignment monitoring, which monitors the
efficiency and tracking residuals, and the ID performance monitoring, which
checks for the reconstruction and properties of some basic resonances, using
ID and muon tracks.

The track collection monitored is the complete collection of primary
tracks, i.e. tracks reconstructed by the inside-out Pixel and SCT seeded
tracking, see section 2.6. A pT > 0.5GeV selection is made, to only keep
tracks that traverse the whole ID detector. In addition, during 2012, Pixel
tracklets were reconstructed in the high-η region where only Pixels provide
coverage, to be combined with muon spectrometer hits to form muon tracks
in the high η regions.

3.2.1 Hits on Track

The number of hits associated to each reconstructed track are monitored for
all primary ID tracks. Examples of such distributions are shown in figure 3.4,
showing the number of hits in each subdetector for all ID tracks. This is also
broken down by the η and φ parameters of the track to allow potentially
problematic regions to be localised.

The number of hits are checked as a function of η-φ as well as an average
over the primary tracking regions in η, covering the barrel, end-caps and the
transition region between the two. This provides a good check of the hits in
the various regions. Examples of these distributions are shown in figure 3.5,
showing the η − φ distribution of hits and dead modules for the Pixel and
SCT detectors. If a detector is suffering from inefficiencies or the number of
disabled modules aligning goes up this would be visible in these plots.

Additionally, hitmaps are produced in the x-y and z-r coordinate frames,
see figure 3.6. These show the accumulated number of hits associated to a
track in the detector and is a useful tool for visual inspection of the run.
These make it possible to check that combined track reconstruction worked
during cosmic runs or to see if any parts of the detector are not working
properly. While useful in the early stages of the first LHC run, producing
these plots is quite demanding on computing resources, so these plots were
disabled to conserve CPU time and memory.
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Figure 3.4: Number of hits per track in each subdetector. Disabled modules a track
passes by are counted as hits.

These distributions do not provide specific information on the nature
of problems but can be useful in spotting potentially problematic regions.
The primary purpose is to spot generally problems and possibly assist other
combined performance groups in identifying and understanding problems.
One example of this is shown in the bottom left plot of figure 3.5, where in
the upper left corner a disabled SCT endcap quadrant is visible (disabled
due to a dead cooling loop, in 2012). In figure 3.6, where hits from TRT only
tracks are shown, it can be seen that part of the detector hits are not being
associated with tracks, around φ0 = 0. As there was no drop in occupancy in
the TRT around that region the tracking was investigated and a problem was
found in associating hits to the track in that region due to φ0 not wrapping
around at φ0 = 0.

Within the online environment the number of Pixel and SCT modules
that are either in error or are disabled are also tracked in bins of η and φ
to identify potential regions where problematic modules align. These maps
are updated at the start of each LB in order to minimize the time needed
to access the conditions DataBase (DB); this should not cause problems as
conditions are stable during a LB. Examples of such plots are shown in fig-
ure 3.7. These plots allow us to check whether disabled modules or modules
in error have an effect on tracking during the run. These checks are impor-
tant since as the run progresses modules can go into an error state. This is
especially true in high luminosity collisions where the rate of data and the
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Figure 3.5: The distribution of the number of hits per track in η and φ. Shown
here is the number of Pixel hits (top left) and SCT hits (top right). Also shown is
the average number of dead Pixel (bottom left) and SCT (bottom right) modules
traversed by each track. As an example a quarter disk of dead SCT modules can
be seen in the top left corner in the bottom right plot. The average number of hits
depends on the η of the track, with variations due to modules with errors or low
efficiency. The filled entries in the disabled module plots correspond to disabled
modules in the Pixel and SCT, with different sizes due to the positioning of each
module.

effect of radiation on the electronics can cause problems in the electronics.
This leads to modules slowly being disabled, but with no geometric correla-
tion, save for the fact that the innermost layers of the ID are more affected.
It is important to note that this check does not rely on the tracking at all;
rather, it makes assumptions about the tracks, that they are straight and
originate at the center of the detector, with a set longitudinal spread around
the interaction point, ∆z0. With a correctly set parameter this can give a
good approximation of the effects on the tracking, at least for high-pT tracks.
While this was only available online during the 2012 run, the monitoring has
been updated since then to produce these plots also in offline monitoring in
a similar manner.

The number of holes in the track are also monitored, that is to say
active modules in the detector that did not produce a hit, but where the
extrapolated track assumes a hit should be in place. A limited number of
such holes are allowed in each track fit, else the fit can fail.
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Figure 3.6: The x and y coordinates of hits associated to a track in the ID. Shown
is an example of TRT only hits for a collisions run with a problem where TRT hits
at φ = ±π are not associated to a track, due to a bug in track reconstruction where
φ is not wrapped around ±π.

3.2.2 Track distributions

The track parameter distributions are also checked, in particular the η-φ
distribution of the tracks to spot possible defects due to detector effects;
this is done with various sets of cuts. The quality criteria are fairly loose,
focusing on each detector in turn. This allows to see if a given detector
causes problems to the tracking. Examples of these distributions are shown
in figure 3.8, top. Of note is the b-layer which is explicitly checked to ensure
there are no inefficient regions, see figure 3.9. This is of particular importance
as several algorithms for physics object reconstruction explicitly assume that
the b-layer is working at full efficiency.

These distributions are also produced as fractional displays of the total
number of tracks showing the fraction of tracks satisfying each selection
criterion, allowing to easily spot any deficiencies relative to the expected
number of tracks.

In addition, for the forward Pixel tracklets the distribution of η-φ is
checked separately, shown as example in figure 3.10.

The number of hits in each subdetector as well as the total number of
tracks as a function of BCID is also displayed, which is useful for looking at
the response of each detector when there are beams, shown in figure 3.11.
This allows for a very low level check of the detector response to the colliding
bunches, and is useful when there is a smaller number of colliding bunches
in the machine, in the earlier parts of the run and during commissioning.

Additionally, graphs of the total number of tracks as a function of LB
which is used to check for the stability of the number of tracks in time.
The average number of tracks per event is also shown as a function of LB.
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Figure 3.7: Number of modules in error or disabled along a straight track. The x-
and y-axis show the φ and η parameters of the tracks and the value of each bin the
number of problematic modules traversed. On the left is a plot of disabled SCT
modules and on the right the number of modules in error and disabled modules for
Pixel and SCT combined. Disabled modules are seen as rectangular regions, the
size varying due to the different angular size of modules. The borders around the
regions are due to modules covering only a fraction of the bin area. The information
comes directly from the Conditions DB.

These plots are shown for illustration in figure 3.12. This has two prominent
features, one being that the plot itself follows the decreasing luminosity en-
velope for the run as well as having kinks due to changes in the trigger menu
during the run.

3.2.3 Synchronisation

A number of plots is also produced to check the synchronisation of RODs in
the ID. This is an error condition when one of the RODs goes busy. This
can have large effects on the tracking in certain conditions as the data from
these RODs will be lost; these plots detect whether the run contains such
conditions. An example of such a plot can be seen in figure 3.13. During
online running this information is also automatically checked by the DAQ
software, but these plots provide an offline record.

3.2.4 Granularity in time

Within the ATHENA monitoring framework the default setting is to produce
all the above distributions using data from the entire run, but it is also
possible to make the distributions from limited time intervals. This is very
important since detector problems commonly affect only parts of the run,
either because they are temporary or fixed. The lowest possible interval
for such distributions is 10 LBs intervals, which corresponds to at most ten
minutes of data-taking. It is possible that this interval is smaller, since



3.2 Monitored quantities 33

Figure 3.8: The distribution of tracks in η and φ. Shown here is the selection of at
least one Pixel hit (left) and at least six SCT hits (right). At the top is the number
of tracks passing these criteria and at the bottom the ratio of these tracks to the
total number in each bin.

LBs switch when detector conditions change. It is also possible to produce
distributions per LB, but this is avoided, due to the heavy impact on the
size of the monitoring output as well as the limited statistics available in a
single LB.

During online running a different approach is used, where histograms
are built from data of the last ten LBs. This is a compromise between
getting the statistics needed to get enough information about the detector
condition and not losing out the current conditions due to the high number
of previously accumulated events. This is a specially developed class that
wraps the histogram classes and allows to make such histograms for arbitrary
LB ranges, at the cost of higher memory usage and an extra delay at the
beginning of each LB as the histogram is rebuilt from the buffers.

This splitting into different LB ranges is done for the tracking η-φ distri-
butions as well as the number of hits per track. The data quality framework
only provides 10 LB granularity, smaller intervals would result in very large
storage requirements. However, the number of LBs rejected is usually re-
duced using feedback from the subdetectors where the extent of the problem
in time can be identified.
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Figure 3.9: Number of tracks with a missing b-layer hit, when a hit is expected.
If a module is disabled it does not show up. As a b-layer hit is a requirement for
many algorithms used to reconstruct physics objects, this in an important check.

Figure 3.10: Distribution of forward Pixel tracks in η and φ, in the end cap side A
on the left and end cap side C on the right.

3.3 Data Quality

The following defects are defined for the ID global monitoring, with further
details given in the rest of the chapter:

ID_NOTRACKS INTOLERABLE
Significant loss of tracking coverage throughout or in a region of the
ID.

ID_OUTOFTIMETRACKS INTOLERABLE
Fake tracks formed by out-of-time pileup hits in the SCT.

ID_TRACKBUG INTOLERABLE
Problem in the tracking caused by a software bug.

ID_VERTEXBUG INTOLERABLE
Problem in the vertexing caused by a software bug.

ID_BLAYER_EFFICIENCY INTOLERABLE
Tracking affected by low efficiency in the Pixel b-layer
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Figure 3.11: The average number of tracks per event by BCID number. This plot
includes events from the entire run. These plots are also available showing the
number of hits in each subdetector.

Figure 3.12: The figure on the left shows the number of tracks in each event satis-
fying various criteria by LB. The figure on the right shows the average number of
tracks per event split by LB. The luminosity profile of the run can be seen in these
plots as well as jumps arising from changing trigger conditions. Gaps arise due to
times when the detector is busy and not taking data.

ID_PIXEL_TRACKCOVERAGE TOLERABLE
Small loss of tracking efficiency due to modules in the Pixel.

ID_SCT_TRACKCOVERAGE TOLERABLE
Small loss of tracking efficiency due to modules in the SCT.

ID_TRT_TRACKCOVERAGE TOLERABLE
Small loss of tracking efficiency due to modules in the TRT.

The defects in bold are those that are set as intolerable, meaning that
LBs where these defects are set are not used in physics analyses. The other
defects are there for book keeping and tracking abnormalities in the data
that might prove to be a problem later on.

The combined output of the DQ assessment is the so-called Good Run
List (GRL). This is a selection of LBs that are suitable for use by physics
analyses, i.e. not containing any intolerable defects. As analyses can have
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Figure 3.13: Synchronisation between the RODs in each detector. Each ROD in
detector has a counter of which BCID it is looking at. Under certain conditions it
is possible that a ROD fails to update this counter and therefore not in the same
state as the rest, this is referred to as a desynchronisation. Each entry denotes
desynchronisation in one event. Diagonal entries mean one of the the detector
RODs is not synchronised with the rest, while off-diagonal entries mean that the
RODs of two detectors are desynchronised, the figure showing desynchronisation of
Pixel and SCT RODs.

different requirements from the detectors and physics objects it is possible
to construct specific GRLs for each physics. In the 2010 and 2011 runs there
were many GRLs produced, while in the 2012 run the different GRLs were
collapsed into a common physics GRL.

The GRL is specific to each processing of the same data, as different
kinds of defects can be expected to be fixed after a reprocessing of the data.
After each reprocessing a new evaluation of the data is done in order to check
for improvements or catch possible regressions.

In addition to the GRLs used by physics analyses a “tight” GRL is also
defined, where even smaller defects are also excluded. This is done to provide
a possible way for analyses to check if they are affected by smaller issues
in DQ that were not foreseen to have an effect. Defects such as smaller
differences in track coverage are found in this GRL, e.g. LBs marked with
the ID_PIXEL_TRACKCOVERAGE detect are excluded from the tight
GRL.

ROD busy issues

The cabling from the detector modules to the RODs is different between the
ID subdetectors. This means that the effect of a problematic ROD on the
tracking can vary depending on which detector it corresponds to.

For the Pixel detector the modules belonging to each ROD all belong
to the same layer. A loss of one ROD will result in a number of tracks
with a missing hit, but only in one layer. At the same time this also means
that a possible loss of a b-layer ROD can cause significant disturbance by
compromising accurate vertexing for the affected tracks.



3.3 Data Quality 37

Figure 3.14: A summary of the performance of the ATLAS detector DQ throughout
the 2012 LHC run. Shown is the percentage of integrated luminosity excluded from
the GRL due to problems spotted by the DQ process of each subdetector.

In the SCT barrel the RODs are arranged in a radial layout, meaning
that each ROD covers the same η-φ region across all the layers in the barrel.
The result of this is that a ROD busy results in many modules along the
track path being disabled. While the tracking can handle disabled modules
along a track, the tracking will fail when such a high number of disabled
modules is present.

Disabled modules

Typically, modules that are disabled will have little effect on the tracking,
as the tracking algorithms take this into account. In cases where many such
modules align however this can be problematic as the tracking needs a certain
number of hits to be able to perform.

To establish this issue the η-φ map of tracks is used. In cases where such
alignments take place it is possible to get a situation where tracks cannot be
reconstructed at all, either due to track seeding being unable to construct
seeds or the track fit failing due to a large number of disabled modules. This
is identified as a region in η-φ where there is a significant deficiency of tracks
compared to other regions. This is recorded as the ID_NOTRACKS defect.

In most cases however, the disabled modules are picked up by the track-
ing as dead modules without this having an effect on the number of recon-
structed tracks. In this case the effects, if any, on the tracking are minor,
as this is a design consideration for the tracking algorithms. In cases where
this amounts to more than 10% of tracks missing this is recorded as the
ID_PIXEL_TRACKCOVERAGE, ID_SCT_TRACKCOVERAGE and ID_TRT_TRACKCOVERAGE
defects; depending on which subsystem is responsible for the performance
degradation.

One important aspect of this is the need to be able to decide during data-
taking in P1 whether detector conditions can cause a problem and therefore
the run should be stopped to fix problems in the run. This function will be
served by the disabled and error module maps.
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B-layer issues

Issues arising in the Pixel b-layer have strong implications for the recon-
struction and identification of many physics objects. Many algorithms rely
on the presence of b-layer hits, when one is expected, to reject fake objects.
This is particularly true for the b-tagging and electron identification. The
primary responsibility for assessing the impact of such effects on DQ lies
with dedicated groups and monitoring tools for each reconstruction object.

However, it is possible that inefficiencies in the b-layer to overlap with
other inefficiencies in the sub-detector causing problem to the tracking. This
is checked by comparing the η−φ distributions of tracks to the η−φ distri-
bution of tracks lacking b-layer hits, to see if regions of problematic b-layer
modules are potentially causing losses in the tracking.

A more severe issue is whether there are losses due to inefficient b-layer
modules that are not masked (potentially leading to efficiency loss in other
CP groups). A b-layer hit is required in order to reject possible fake objects.
This was unfortunately not spotted in the 2012 run, but steps have been
taken to cover such cases.

Software issues

Defects related to software issues are also taken out in the GRL, though these
can be corrected in reprocessings. These issues are rooted in bugs in the ver-
texing and tracking and can cause large scale problems for physics analysis.
However only a small fraction of the data collected are affected by such
issues. These issues are tracked using the ID_TRACKBUG or ID_VERTEXBUG.

Beamspot issues

Defects related to beamspot determination are also taken out from the GRL
as they have a significant effect on the reconstruction of other physics objects.
This is mostly affecting LBs where there is a smaller number of vertices due
to low luminosity or large movements in the beamspot due to Van de Meer
scans for example. Typically such data is not suitable for physics analysis
and therefore excluded.

Calibration and timing

Additionally, there are cases where the calibration of TRT is problematic,
meaning that no hits get associated to the track.

For earlier runs when the bunch spacing was first reduced to 50 ns the hits
in the detector can also come from earlier bunch crossings. The results in re-
constructed tracks that are fake, forming from hits that do not belong to the
same collision. Such occurrences are tracked using the ID_OUTOFTIMETRACKS
defect. The issue itself is fixed by tightening the timing selection for hits
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used in track reconstruction. As this issue can be fixed by changing the
settings of track reconstruction this issue is fixed after a reprocessing.

3.3.1 Performance during the 2011 and 2010 runs

The amount of data lost during 2012 due to problems spotted by the ID mon-
itoring is summarised in table 3.14. The primary reason for lost data is the
SCT RODs going busy which result in certain LB where tracking is severely
affected in certain regions. These losses occur in the barrel where due to
the detector readout geometry a ROD corresponds to a roughly rectangular
sector in η-φ coordinates across all layers of the SCT.

A summary of data that was rejected from the GRL due to defects related
to the tracking can be found in table 3.1 showing the percentage of luminosity
lost in each data period for the 2011 and 2012 p-p collision runs as well as
the 2011 Pb-Pb run and 2013 p-Pb run.

3.4 Conclusions and outlook

The monitoring ran successfully throughout the first LHC run and was able
to spot problems as they arose and monitoring the development of others.
It was important both during the start of running, with focus on detector
performance and feedback, as well as during the later part of the run, moving
focus to combined performance effects.

It provides an interface between the ID detectors and the Combined
Performance (CP) groups as well as combined performance during the early
stages of the LHC run.

In online monitoring the main limiting factor for discovering problems
in the tracking was the statistics collected, as the monitoring samples only
a fraction of recorded events. Additionally, a larger number of machines is
foreseen to be used in the next run, as well as improvements in the tracking
CPU time use should improve on the monitoring rate.

Additionally, the monitoring needs to have as up-to-date information
on the detector conditions as possible. To this end a solution was found
by sourcing the information about module status and errors directly from
ATHENA which limits the statistics needed since we are not relying on recon-
structed tracks. This is in the form of the η-φ disabled and error module
maps.

With respect to DQ the ID monitoring package was part of the DQ
assessment for the ID. This meant the weekly review of the runs as well
as assessment after data reprocessing campaigns. This means both initial
assessment of collected data, re-assessment of the bulk processing and follow-
up of potential problems.

Preparations for the start of the LHC Run-II in 2015 have started, with
the ID monitoring already fully integrated and ready for data taking in
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Year Period Good data [%] Year Period Good data [%]

2012
8 TeV

A 98.4

2011
7 TeV

B 98.1 B 95.4
C 92.0
D 98.6 D 99.4
E 96.4 E 100.0

F 98.7
G 99.1 G 99.1
H 99.5 H 98.4
I 97.9 I 99.9
J 97.1 J 100.0

K 99.8
L 96.9 L 95.8

M 98.4
Overall 98.1 Overall 97.5

2013
p-Pb

A1 100.0

2011
Pb-Pb

N 98.5
A2 99.0
A3 97.8
A4 96.0
B1 100.0
B2 100.0
B3 78.3
B4 98.9

Overall 98.0 Overall 98.5

Table 3.1: Summary of data lost due to defects in the data ralated to tracking and
the ID detectors in the 7TeV run and 8TeV run. Missing entries correspond to
periods in each year that do not contain physics data and therefore not taken into
account for DQ assessment.

the next run as well as cosmic data taking during detector commissioning.
Testing as part of the ATLAS readiness milestones has also begun. This
includes updates to the new version of the software packages for the new
ATLAS release and updates to take into account the experiences of the past
year.



Chapter 4

Minimum bias physics

Minimum bias physics deals with soft QCD events that result from the dom-
inant part of the proton-proton cross-section. These events have very high
cross-section but cannot be described by perturbative QCD. These soft inter-
actions are of four different kinds; elastic, single diffractive, double diffractive
and inelastic. The total cross-section, σmb is the sum of these contributions:

σmb = σelastic + σsd + σdd + σinelastic (4.1)

The elastic cross-section covers processes where the protons do not break
up in their interaction. The diffractive components cover processes where
either one (single) or both (double) protons are scattered into a low-mass
state. The defining characteristic of the diffractive component is a large sep-
aration between the resulting outgoing particles, particularly in η. Finally,
the inelastic component contains events where both protons break up and
interactions between coloured particles take place. For the diffractive and
elastic components a large number of events are not recorded as they fall
outside the acceptance of the detector, in order to correct for this model-
dependent assumptions about the kinematics of these events are needed.

This is the total cross-section, but for the measurement in an experiment
these cross-sections must also include a correction for the acceptance of the
detector itself, since at least some particles must be present in the event to
be able to trigger the detector. As, by definition, the minimum bias events
are those that trigger the detector and are recorded the events are defined
with respect to the detector recording them.

The ATLAS minimum bias analysis [22] relies on particle level observ-
ables alone and making no attempt to remove any of these components,
resulting in a mixture of these different contributions within the sample. At
the same time a large fraction of the diffractive components is not seen in the
detector as no observable particles are produced. As the distributions are
not corrected for these effects the resulting distributions can be reproduced

41
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by theorists using the efficiencies of the trigger and tracking as inputs. New
tunes of MC software can then be compared against the distributions of the
analysis.

This results in the most useful information for tuning MC and as input
to theory, but is not as useful for making comparisons to other experiments
which produce distributions with full corrections for the missing components.

The observables from minimum bias analyses carry large importance in
the field of MC tuning. In addition, minimum bias events are very similar
to pileup events in the high luminosity LHC conditions. For this reason
understanding such events is important for all other ATLAS analyses. Due
to the soft nature of these QCD events is also not possible to describe them
by perturbation theory, requiring phenomenological approximations which
are parametrised in the Monte Carlo (MC) generators. Measurements of
the properties of such events are therefore important for producing the best
possible tuning of these free parameters at the LHC energy scale.

The distributions considered in this analysis are the track multiplicity
1

Nev
· dNev

dnch
,

the track pT spectrum

1

Nev
· 1

2πpT
· d

2Nch

dηdpT
,

the track eta distribution
1

Nev
· dNev

dη

and the mean pT of tracks in each event versus the track multiplicity (< pT >
vs nch). Nev refers to the total number of events accepted by the analysis and
nch is the number of charged particles in each event. Only primary charged
particles are considered, i.e. particles originating from the primary vertex.

4.1 Cross check analysis

For the minimum bias analysis a full cross check analysis was done alongside
the main analysis. Here we refer to the nominal analysis as Analysis-I and
the cross-check as Analysis-II. The cross-check analysis uses the same inputs
as the main analysis but is done with independently developed code and
procedures. The goal is to check the validity of the selection, corrections and
systematic error determination for the most inclusive phase space considered
in the paper, see section 4.1.1 for the definition.

The data considered in the analysis consists of six early 7TeV runs1. In
addition to this run selection additional selection criteria are used to ensure
the good quality of data used in the analysis:

1152166, 152214, 152221, 152345, 152409, 152441, 152508
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• Good DQ for all ID detectors and successful beamspot determination

• L1_MBTS_1 trigger fired

• At least one vertex with at least two selected tracks, see section 4.1.1.

• Pileup suppression, no additional primary vertices with four or more
tracks.

The L1_MBTS_1 trigger uses the MBTS, two plastic scintillator end-caps
placed on each side of the LAr barrel, see section 2.4. It requires at least one
hit on either side of the detector. This gives minimal requirements on the
activity in the detector for selected events. The other selections ensure that
an interaction took place in the event and suppress events with substantial
pileup vertex contributions. The number of events accepted after each of
these selections is shown in table 4.1.

4.1.1 Phase space

The primary phase space of the analysis, namely the nsel ≥ 2, pT ≥ 100MeV
and |η| ≤ 2.5 phase space was fully cross checked. The following track
selection criteria apply, where the selection used in the primary phase space
is highlighted:

• pT > 100MeV

• b-layer hit, if active sensor crossed

• At least one hit in the Pixel detector

• At least 2, 4, 6 SCT hits for the pT > 100, 200 and 300MeV phase
spaces respectively

• |d0| < 1.5mm

• |z0 sin θ| < 1.5mm

• χ2 fit probability > 0.01 for tracks with pT > 10GeV

These cuts ensure that primary tracks are selected, rejecting secondary
tracks and fake tracks arising from random hit combinatorics. The pT re-
quirement splits the analysis into multiple phase spaces, the cross-check anal-
ysis is applied to the most inclusive phase-space, pT > 100MeV. The last cut
is done in order to reject tracks with spurious transverse momentum mea-
surement, an effect of the large extrapolation distance between the Pixel and
SCT endcaps. The number of tracks selected after these criteria is denoted
nsel. For certain studies an alternative selection is used, including all the
above criteria except the requirements on d0 and z0. Instead, the transverse
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distance of the track to the beamspot at the point of closest approach is used
and the selection is |dBS

0 | < 1.8mm. The number of tracks passing this set
of requirements is referred to as nBS

sel . The uncorrected distributions for η,
pT and nch, after this selection are shown in figure 4.1, which are in perfect
agreement between the two analyses. The number of tracks kept after these
selections can be found in table 4.1.

Figure 4.1: The raw distributions of η (a), pT (b) and nch (c). At this level the two
analyses are in perfect agreement.

4.2 Corrections to particle level

At this stage the tracks are selected and the distributions can be made. How-
ever, these are not the “true” distributions, rather they are convoluted with
detector efficiency and detector effects on observables. These uncorrected
distributions are referred to as raw or track level distributions. The distri-
butions after correcting for detector effects are referred to as particle level
distributions. Such deconvolution is very important to allow comparison
with generator outputs and results from other experiments.
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Run number
Selection 152166 152214 152221 152345 152409 152441 152508
Total events 675766 344531 1487570 1421215 5589888 4902686 1096648
Data quality 514612 250450 1442202 1088865 4733210 4484642 334055
Trigger 437273 212751 1242202 958609 4171423 3978804 295432
Vertexing 389466 188873 1122051 862073 3736987 3576501 264862
Track selection 386669 187438 1113639 855910 3708987 3550540 262889
Total tracks 17508795 8465356 50360637 38830614 168141336 160908202 11902114
Selected tracks 8072503 3899575 23218783 17870135 77243070 74023616 5481758

Table 4.1: The number of events selected after each selection step as well as the
number of selected tracks. The numbers are broken down by run number. The
same number of events and tracks are accepted by both Analysis-I and Analysis-II.

The corrections applied per-event can be calculated as:

wev(nsel
BS) =

1

εvertexing(nsel
BS) · εtrigger(nsel

BS)
(4.2)

The terms in the denominator account for inefficiencies in the trigger (εtrigger)
and vertexing (εvertexing). These are taken from studies done for the analysis
and are used in both Analysis-I and Analysis-II.

The trigger efficiency is determined using a control trigger, which is a
random filled bunch trigger at L1, see section 2.7, and a requirement of four
hits in the Pixel and SCT detectors. This provides a looser sample with
which to gauge the trigger efficiency.

The vertexing efficiency is measured by looking at the ratio of triggered
events with a vertex to the total number of triggered events. For this to work
it is important to remove the contribution of beam background events, which
would skew the efficiency calculation. Additionally, in the case of nBS

sel = 2 an
additional correction is applied based on ∆zBS

0 , the longitudinal separation
of the track perigees. The distribution used for the correction is shown in
figure 4.2.

Trigger and vertexing corrections are applied as an event wide weight,
and the efficiencies are plotted in figure 4.3 as a function of the number of
selected tracks.

The tracking efficiency correction is applied per track as a function of
pT and η, as shown in figure 4.4. The weight applied for each track can be
expressed as:

wtrk(pT, η) =
(1− fnonpri(pT))(1− fokr(pT, η))

εtracking(pT, η)
(4.3)

The factors in the numerator correct for contamination from non-primary
tracks (fnonpri) and tracks that are outside the kinematic range of the anal-
ysis (fokr), while in the denominator is the tracking efficiency (εtracking).
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Figure 4.2: The vertex reconstruction efficiency as a function of ∆zBS
0 for events

with nBS
sel = 2. Two cases are considered based on the lowest track pT in the event;

events with pmin
T ≤ 200MeV (left) and pmin

T > 200MeV (right).

The tracking efficiency is estimated from MC, by checking the recon-
struction efficiency of charged particles in bins of pT and η. As the tracking
efficiency is determined using MC, excellent agreement between the data and
MC simulation is needed to obtain valid results. Some examples of the level
of agreement can be found in figures 4.5 and 4.6, showing the high degree of
accuracy of the MC simulation across the full pseudorapidity and transverse
momentum range considered in the analysis. The procedure for matching
reconstructed tracks to truth tracks is to give a match if the true and re-
constructed tracks are found within ∆R < 0.15 and the two share at least
one Pixel hit. For the tracking efficiency the dependence on two different
estimates of the material distribution uncertainty is also shown in figure 4.4.
The tracking efficiency correction accounts also for non-primary tracks as
well as tracks falling outside the kinematic range of the analysis.

Figure 4.3: A plot of the trigger (left) and vertexing (right) efficiency as a function
of the number of selected tracks (nBS

sel ). This efficiency is used in both analysis-I
and analysis-II as an input for the trigger and vertexing corrections.
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Figure 4.4: A plot of the tracking efficiency as a function of pT (left) and η (right).
Additionally, the effect of two material uncertainties are shown for comparison to
the nominal distribution, a 10% increase in the material budget and a 20% increase
in the Pixel service budget.

4.3 Bayesian unfolding

All the correction procedures used so far rely on weights. In this sense only
the relative weights of each bin in the histogram are altered and migration
from one bin to another is not handled. In the final step of the correction an
unfolding procedure is used, where such bin migrations are properly taken
into account. The procedure used in the paper is the so-called Iterative
Bayesian Unfolding [23].

The starting point of the procedure is the migration matrix, which de-
scribes the probability of a given observed state to be produced from each
true state. Using this matrix as a starting point together with Bayes’ the-
orem, it is possible to produce an unfolding matrix, which can revert the
observed distribution back to particle level. As this is a Bayesian method,
there is a prior involved, in the form of a best guess of the true distribution
of the data.

In order to get past this unwanted dependence on a prior, the procedure
is modified to be iterative. With each iteration the effects of the choice of
prior become less important. The iterations repeat until some termination
condition is met, typically a test on the amount of change due to the unfold-
ing. In the case of this analysis the chosen test was that the χ2 difference
between the distributions produced by successive unfolding iterations should
be smaller than the number of bins in the unfolding.
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Figure 4.5: A view of the track d0 distribution, along with the contributions from
different sources, taken from MC. The contributions are split up into primary par-
ticles (dashed blue) and non-primary particles, electrons (brown dashed) and non-
electrons (pink dashed). Excellent agreement between the data and MC simulation
is found as well as good understanding of the components of the distribution.

Figure 4.6: Comparison of the data and MC for d0, z0 and the number of Pixel and
SCT hits; showing very good agreement between data and MC.
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4.3.1 nch unfolding

The unfolding procedure is applied to the nch spectrum to account for mi-
gration between different nch bins due to the tracking efficiency. This allows
to correctly take into account tracks that were missed in reconstruction. The
migration matrix is populated by minimum bias MC samples. An efficiency
correction is applied to the nch distribution at the end of the unfolding proce-
dure to account for the fact that events with nsel < 2 fall outside the analysis
phase space and therefore cannot be accounted for by the unfolding proce-
dure. This correction,w0/1bin, is the probability of losing all or all-but-one
tracks in the event due to tracking inefficiency.

w0/1bin =
1

1− (1− εtrk)nsel − nselεtrk(1− εtrk)nsel−1
(4.4)

4.3.2 Transverse momentum unfolding

For the transverse momentum of the tracks a Bayesian unfolding procedure
was used, correcting the momentum of the tracks back to particle-level. The
procedure uses the migration matrix to migrate entries from their respective
bins to the particle-level spectrum. The matrix is populated by minimum
bias MC samples as well as single particle MC samples with high pT particles,
in order to populate the high-pT bins. The migration matrix used in the
procedure is the same that is used by Analysis-I for the final result, though
the determination of the matrix is also cross-checked. See figure 4.7 for a
visualisation of the matrix contents.

An initial “guess” of the spectrum is needded and for this the spectrum
from a minimum bias Pythia MC sample is used. In order to preserve the
total number of tracks after unfolding the distribution each column of the
unfolding matrix is normalised before the unfolding step.

In order to assess the effect of the prior distribution and correct for any
bias this may introduce, the unfolding procedure is repeated with a flat prior
distribution. This check results in a 2% uncertainty.

4.4 Cross check results

A comparison of the nch, pT, η and < pT > distributions coming from
Analysis-II and Analysis-I is shown in figures 4.8. Good agreement is found
between the two analyses, with agreement within 0.001% level for the nch

distribution and better than 0.5% across most bins in the other distributions.
In all distributions the unfolding procedure was also explicitly checked and
found to be in agreement between the two analyses. This level of agreement
was found to be satisfactory to rule out any possible issues in the analysis
and the complex correction procedures used.
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Figure 4.7: A plot of the migration matrix used for the iterative unfolding of the
pT spectrum. The reconstructed pT after all corrections is plotted on the x-axis
and the true pT on the y-axis.
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Figure 4.8: Comparison of the distributions produced by Analysis-I and Analysis-
II, with a ratio of the two in the lower part. Good agreement is found between the
two analyses, in all cases disagreements are below 0.5%.
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4.5 Systematic uncertainties

The effect of the dominant systematic uncertainties is also checked in Analysis-
II. The estimated systematic uncertainties for Analysis-I and Analysis-II are
plotted in figure 4.9 and the good agreement between the two is shown.

4.5.1 Systematic Uncertainties on the nch distribution

The systematic uncertainties checked on the nch distribution are the tracking
efficiency and detector material uncertainty. Both systematic uncertainties
are taken as inputs from dedicated tracking studies and used directly. The
exact same distributions are also used by the primary analysis. The system-
atic uncertainties evaluation is done using a toy MC to remove tracks from
the distribution to simulate the tracking efficiency when systematic effects
are taken into account. The resulting distribution from this procedure is
then put through the unfolding to produce a new distribution, the difference
to the nominal distribution is taken as a systematic uncertainty. For the
total number of events Nev the same systematic uncertainties are checked,
but the only contribution comes from events that might leave the analysis
phase space due to systematic variations. The total effect on Nev is at 0.3%.

4.5.2 pT systematic uncertainties

For the pT distribution, the effect of the mis-measurement of track pT is
checked. This applies to tracks with pT ≥ 10GeV. The estimation is per-
formed by scaling the number of mis-measured tracks in MC to match the
number found in data, which is known to be higher. The resulting distribu-
tion is then put through the unfolding procedure and the difference found
to the nominal distribution is evaluated as a systematic uncertainty. The
results are found to be compatible between the two analyses.

Additionally, the effect of the pT resolution systematic is evaluated by
introducing a Gaussian smearing to the track pT in MC and taking this
modified distribution through the unfolding procedure. Any differences to
the final distribution are taken as a systematic uncertainty.

For the two unfolding procedures there is an additional systematic uncer-
tainty related to the amount of non-closure observed, i.e. the disagreement
between the true MC spectrum and the unfolded result of the observed pT

spectrum. The difference is used as a systematic uncertainty. One possible
cause of the observed non-closure is that the unfolding of nch and pT distri-
butions is done separately, not taking into account correlations between the
two.
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Figure 4.9: Comparison of the systematic uncertainties as estimated by Analysis-I
and Analysis-II. Shown are the track multiplicity systematic uncertainties (left) and
track pT systematic uncertainties (right). The errors in the two analyses agree to
better than 5%.

4.6 Results

Based on the results of the analysis a new tune was produced for Pythia
6, named the AMBTS1 tune [24]. This is a best fit of the Pythia 6 soft
QCD parameters to the ATLAS data. The final results of the analysis can
be found in figure 4.10, showing the distributions as well as a comparison to
various generators and tunes, to check how they perform. In particular the
AMBTS1 tune is also shown.

4.7 Minimum bias energy evolution

At the time of the minimum bias analysis the LHC had runs at CoM energies
of 900GeV, 2.36TeV and 7TeV. By analysing data at each of these energies it
is possible to determine the evolution of Minimum Bias physics as a function
of CoM energy. The evolution of the track multiplicity per unit η is shown
in figure 4.11 for the central region, η = 0. The ATLAS AMBT1 tune is
successful in describing the looser pT > 500MeV phase spaces, but cannot
adequately describe the evolution for the most inclusive pT > 100MeV phase
space. The looser phase spaces are adequately described by most considered
tunes, though Phojet [25] and the Pythia 6 DW tune perform considerably
worse, as shown in figure 4.11.

4.8 Conclusions

For the primary phase-space of the 7TeV minimum bias analysis a full cross-
check of the analysis procedure was carried out, showing very good agreement
with the results produced by the primary analysis. This covered both the in-
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Figure 4.10: The final distributions produced by the analysis at particle level.
Shown are the distributions along with the total error on the distribution. For
comparison, also shown are the distributions that are predicted by various genera-
tors and generator tunes.
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Figure 4.11: Evolution of the average number of tracks per unit pseudorapidity
across different CoM energies. Shown here is the distribution at η = 0 for different
phase spaces. Results from different generators and tunes are shown for comparison.
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put and basic selection as well as corrections and determination of systematic
uncertainties.
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Chapter 5

Supersymmetry

5.1 Motivation

SUSY is an additional symmetry imposed on top of the SM, which helps
avoid various problems present in the model [26]. It provides a solution to
the hierarchy problem [27], the problem of Dark Matter (DM) in certain
models [28, 29] as well as a way for the gauge couplings to unite [30]. The
theory also features rich phenomenology at the center of mass energy of the
LHC.

Due to these attractive features of the theory there is a large effort to
find evidence in support of SUSY or to exclude parts of its parameter space
using LHC data. One such ATLAS analysis is presented here. In many
SUSY models taus are of particular interest as a signature. At the energy
scale of the LHC, the production of taus can be significantly boosted with
respect to the lighter lepton generations. Analyses targeting final states
with taus provide an opportunity to look into such parts of the parameter
space specifically. The tau based analysis presented here is interpreted in
the context of the Gauge Mediated Symmetry Breaking (GMSB) model in
particular, where such regions of parameter space are present.

5.2 SUSY models

The minimal model of SUSY with the most general parametrisation of sym-
metry breaking is the Minimal Supersymmetric Standard Model (MSSM).
The model is minimal in the sense that there is only one set of superpartners
for the SM particles. While SUSY in itself does only add few parameters
to the SM, the symmetry breaking mechanism is not constrained. Including
all possible breaking mechanisms in the model leads to 120 free parameters,
making it unwieldy for experimental studies and phenomenology. To create
more manageable models the symmetry breaking is constrained to one mech-
anism and some assumptions are made about the physics at the symmetry

57
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Table 5.1: The parameters ranges of the GMSB grid studied in the analysis.

Parameter Λ tanβ Mmess N5 cgrav sgnµ

Value 10 - 80GeV 2 - 50 250GeV 3 1 +

breaking scale, e.g. assumptions about the masses of sparticles.
One such model, investigated in the context of this analysis, is the GMSB

model [31, 32, 33, 34, 35, 36]. The choice of symmetry breaking mechanism,
as implied by the name, is gauge mediation and the Lightest Supersymmetric
Particle (LSP) in this model is the gravitino (G̃). In gauge mediation it is
assumed that symmetry breaking occurs in a hidden sector, i.e. through
particles not interacting with the SM particles, and the symmetry breaking
is communicated to the MSSM sparticles via gauge interactions at loop level.
The parameter space consists of six free parameters:

Mmess: the mass of the messenger field that mediates symmetry breaking,

Λ: the effective scale at which symmetry breaking occurs,

N5: the number of SU(5) multiplets involved in symmetry breaking,

cgrav: the coupling to gravity, which influences the mass of the gravitino,

tanβ: the ratio between the Vacuum Expectation Values (VEVs) of the
two Higgs doublets and

sgnµ: the sign of the Higgsino mass parameter, µ.

The first four of these parameters deal with the symmetry breaking mech-
anism and the last two are for the Higgs sector. The parameter Λ gives the
overall mass scale of sparticles. The N5 parameter affects the masses of the
sparticles, with gauginos scaling linearly and scalars scaling as

√
N5. Of par-

ticular importance is the tanβ parameter, influencing which sparticle is the
Next-to-Lightest Supersymmetric Particle (NLSP). Three NLSPs are possi-
ble in the parameter space looked at by the analysis; the lighter stau, the
right-handed sleptons or all three being degenerate in mass. In the last case
they all effectively act as NLSP; this is referred to as the coNLSP region. As
it looks at final states with taus, this analysis is most sensitive in the stau
region. A further region is present, for low Λ, where the lightest neutralino
is the NLSP; however this region is already excluded by OPAL [37].

The parameter ranges for the GMSB grid used in this study are motivated
by a study of the ATLAS discovery potential for the GMSB model [38] and
can be found in table 5.1.

The splitting of masses between the up and down type quarks is driven
by the tanβ parameter, regardless of the specific model discussed. This
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splitting is driven by electroweak symmetry breaking and is often called
the “hyperfine” splitting. At large values of tanβ the lightest stau mass
is significantly pushed down. In the case of third generation squarks and
sleptons the left- and right-handed helicity states are mixed, with larger
values of tanβ leading to stronger mixing between them. A typical mass
spectrum of supersymmetric particles is shown in figure 5.2.

A very common symmetry added in addition to SUSY is R-parity. This
is an additional discrete symmetry, conceptually similar to parity, that is
even for SM particles and odd for SUSY particles. This results in sparticles
always being produced in pairs, as well as requiring that a sparticle always
decays to other sparticles and possibly SM particles. This symmetry, while
ad-hoc, has the very important consequence of preventing proton decay from
SUSY processes, as well as making the LSP a dark matter candidate, as it
is stable.

5.3 Production And Decay Modes

In models where R-parity is conserved sparticles must be produced in pairs.
At the LHC the dominant mode is expected to be the so-called strong pro-
duction, where pairs of gluinos or squarks are produced, due to the strong
couplings of the colliding partons. An example of such a process is shown
in figure 5.1. Weak production modes, direct production of neutralinos or
sleptons, are also present though with lower cross-sections.

Figure 5.1: An example cascade decay chain in the GMSB model, with strongly
produced sparticles and taus in the final state. The chain ends with a decay to
gravitino.

The gluinos can only decay into squarks and do so via strong couplings.
If kinematically allowed, the preferred decay mode for squarks is via gluino,
otherwise they decay via weak couplings into neutralinos or charginos. All
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of these decay modes result in the production of jets. The large mass differ-
ence between the strongly interacting sparticles and the weakly interacting
gauginos and neutralinos means these jets have high energy, see figure 5.2.
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Figure 5.2: The sparticle spectrum of an example GMSB model used, Λ = 50GeV,
tanβ = 20 and other parameters atMmess = 250GeV, N5 = 3, cgrav = 1, sgnµ = +.
In columns from left to right; Higgses, sleptons, gauginos and squarks/gluinos. Plots
produced using the PySLHA [39] python package. The gravitino mass is of the order
of eV and is not shown on the plot.

Charginos and neutralinos decay weakly into sleptons or lighter neutrali-
nos until the LSP is reached. The decays of the sleptons typically take place
via decay into neutralinos where such decays are kinematically allowed. In
this part of the decay chain the production of leptons and gauge bosons is
possible, depending on the sparticle mass hierarchy of the model.

Finally, since the LSP of GMSB models is the gravitino, all decays to the
LSP happen through gravitational coupling. As this is far smaller than the
SM couplings all branching ratios for decay to LSP are small, except for the
NLSP where no other decay channels are open.

5.4 Monte Carlo Samples

The MC samples used in the analysis were produced centrally by the ATLAS
collaboration. They form a set of all backgrounds that are expected to
contribute in the Signal Region (SR).

Top

For top production both tt̄ and single top production processes are consid-
ered. All primary samples are generated by the MC@NLO [40] generator with
HERWIG [41] showers, except for the t-channel single top production where
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the AcerMC [42] generator is used with Pythia [43] showers. The alternative
generator for the t-channel is due to problems with unphysical jets from the
HERWIG showers. A summary of the samples used can be found in table A.1.

An alternative set of samples generated with AcerMC is used to evaluate
generator effects on the background estimate.

W+jets and Z+ jets

For W+ jets and Z+ jets the samples used cover decays into leptons with a
separate sample for decay into each lepton flavour. Additionally, the sam-
ples are split based on the number of additional associated partons produced,
covering all cases from no partons to up to six partons. The samples are pro-
duced using Alpgen [44] to generate the process and Jimmy [45] for showering.

A summary of all the samples used can be found in table A.2 for W+ jets
and table A.3 for Z+ jets.

Finally, contributions from Drell-Yan processes are also evaluated using
the samples shown in table A.6, also procuced using Alpgen and Jimmy, and
as their contribution is relatively small it is estimated directly from MC.

QCD

QCD samples are produced through the Pythia generator. The details of
these samples can be found in table A.5. The samples are broken down
by the energy range of the produced jets. Emiss

T in such events is due to
instrumental effects in jet reconstruction.

Dibosons

One final contribution that is checked is the contribution from diboson pro-
duction. This contribution is taken as is from simulated data and is produced
using the MC@NLO generator. The details of the samples used can be found
in table A.4.

Signal samples

The signal samples used can be found in table A.7 and cover a grid in the
GMSB parameter space spanned by the parameters tanβ and Λ. A model
grid refers to a set of model points where each point corresponds to a certain
set of parameter values. A separate sample is produced for each model point.
The values of the parameters used in the grid can be found in table 5.1.
The sparticle mass spectra are produced using ISAJET [46] while the events
themselves are produced using the HERWIG generator. The sample for each
point in the grid contains 10k events.
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5.5 Analysis channels

The analysis presented here is one of four channels in a common analysis.
This analysis looks at final states with exactly one tau, high pT jets and high
Emiss

T (referred to as the “one-tau” analysis. One further analysis channel
looks at final states with two taus, high pT jets and high Emiss

T (“two-tau”).
Finally, two analysis channels look at states with a tau and a muon (“tau
+ muon”) or a tau and an electron (“tau + electron”). The result of these
four channels are combined in the end to produce one common result for the
entire analysis. What follows is the description of the procedures and results
from the one-tau channel as well as the final statistical combination with the
other three channels.

5.6 Event selection

The analysis uses the full 4.7 fb−1 7 TeV CoM dataset from 2011. Events with
sparticle production are characterized by a high Emiss

T , originating from the
undetected heavy LSP, and associated high-pT jets. The analysis therefore
uses data from the JetTauEtMiss stream, which contains events triggered
by Emiss

T , jet and tau signatures.

Trigger selection on 2011 collision data

The trigger chain EF_j75_a4tc_EFFS_xe45_loose_noMu is required to have
fired for data taking periods B2–I (i.e. run numbers ≤ 186493), recording
events with at least one jet above 75GeV and Emiss

T above 45GeV. For
periods J–M the Emiss

T threshold has been raised to 55GeV, represented
by the trigger chain EF_j75_a4tc_EFFS_xe55_noMu. In both cases these
were unprescaled triggers with the lowest available pT and Emiss

T thresholds.
An explanation of these triggers can be found in section 2.7. The trigger
requirement is only applied to data.

One of the background estimation techniques, the correction of the rate
of the Z+ jets background events, studies identified Z decays to muons, and
for that purpose uses the muon stream with the trigger EF_mu15_mu10_EFFS
for periods B2–I, and EF_mu15_mu10_EFFS_medium thereafter.

Baseline event selection

The analysis baseline event selection is to select only events which are suit-
able for the analysis. This means passing trigger requirements, data quality
requirements and a selection of the physics objects required by the analysis.
The physics objects referred to here are defined in section 2.6. The baseline
event selection involves the following steps in the order given:
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• A preselection of data from the GRL rejects p–p collision data with
problematic detector conditions, in the way described in section 3.3. It
ensures that only well reconstructed physics objects enter the analysis.

• For certain events the LAr calorimeter reports an error condition. Such
error conditions act on single events only and do not compromise the
whole LB or run. The luminosity calculation accounts for these and
about 0.28% of the total integrated luminosity is lost after this selec-
tion.

• Select events with a primary vertex with at least four associated tracks.
This ensures that a hard process took place in the event.

• While the trigger requirements apply only to data, kinematic selections
are imposed to jet pT and Emiss

T in both data and MC events. At least
two jets must be selected, one with pT > 130GeV and a second with
pT > 30GeV, as well as Emiss

T > 130GeV. This selection means only
events in the trigger plateau region are selected, where the trigger
efficiency is close to 100%, see figure 5.3. For data taking periods L–M
the last selection is raised to Emiss

T > 150GeV.

• A veto for events containing muons or electrons is applied.

• Finally, events pass the selection if a tau-lepton is reconstructed with
pT > 20GeV and being identified as a tau, using the “tight” jet re-
jection requirements and “tight” electron rejection requirements [14].
The presence of additional “loose” tau candidates disqualifies the event
from selection.

• A veto of events where “bad” jets are found after overlap removal.
These are jets which originate from beam background or detector ef-
fects and jets which have mismeasured energy. Additionally, events
where jets or taus received large corrections due to the LAr hole treat-
ment are rejected. The procedure is described in detail in [47].

The rejection of events with an additional tau candidate or events that
contain muon or electron candidates ensures that the one-tau analysis chan-
nel is orthogonal to the two tau and tau plus muon/electron channels, mak-
ing it possible to statistically combine the results of all four channels in a
straightforward manner.

Background rejection and signal selection

After the events pass the trigger and baseline event selection, the following
additional selections are applied to reject as much of the background as
possible, while preserving the signal:
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Figure 5.3: The efficiency of the trigger for the 2011 run as a function of Emiss
T

versus jet pT. Of note is the plateau region, where the trigger efficiency becomes
uniform; this trigger achieves almost 100% efficiency there.

• ∆φmin > 0.3,

• Emiss
T /meff > 0.3,

• mT > 110GeV,

• HT > 775GeV.

These variables are introduced in section 2.6 and define the used SR in
which the SUSY signal looked at is enhanced compared to background. This
region is kept blind (i.e. the data in this region are not looked at) until
the background estimation is finalised. This is done to avoid biasing the
selection by looking at the data, which are subject to statistical fluctuations.
This makes the background estimation even more crucial, as there is no
comparison between data and MC in the SR until the final results are ready
to be produced.

The first two selections are designed to reject QCD background. The mT

selection is designed to remove backgrounds containing a W boson decay-
ing to a tau and a neutrino, which is the dominant non-QCD background
in this analysis. The HT selection is designed to suppress the remaining
backgrounds, primarily W+ jets, top, Z → νν and dibosons.

The HT selection value is chosen by optimising the expected exclusion
limit in the GMSB grid. This is done by varying the value of the HT cut
and calculating the expected limit on the model cross section for the GMSB
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points with cross section 0.05 pb < σ < 0.5 pb. Model points with cross
sections in this range are close to the expected exclusion reach. The GMSB
points used for the optimisation are listed in table 5.2. Figure 5.4 shows the
optimisation results, yielding an optimal selection of HT > 775GeV.
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Figure 5.4: Optimisation of the HT selection to define the signal region of the one-
tau analysis. The y-axis shows the cross section which can be excluded at 95% CLs

relative to the cross section of the tested GMSB models, averaged over all models
listed in table 5.2.

5.7 Control regions

In order to minimise the effect of uncertainties on the background estimation
the number of events in each of the dominant background contributions is
normalised to data. To do this Control Regions (CRs) are defined where
each background component is enhanced. The techniques used to normalise
each background source are outlined in section 5.8.

5.7.1 W+ jets and top

The CRs for the W+ jets and top backgrounds are defined by the baseline
selection requirements, see section 5.6, and an additional selection on mT <
80GeV, to keep only taus coming from W decays. Separation between top
and W+ jets is achieved via b-tagging. Events with b-tagged jets form the
top CR and all others the W+ jets CR. This criterion is effective in classifying
these two contributions as shown in figure 5.6.

As the kinematics and simulation of fake taus is different from true
taus (fake taus are typically misidentified jets) a second set of CRs is used
to get Scale Factors (SFs) for processes involving fake taus. The region with
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Sample Λ [TeV] tanβ σ [pb]
137934 40 2 0.39
137935 40 5 0.42
137936 40 10 0.43
137937 40 15 0.43
137938 40 20 0.44
137939 40 25 0.44
137940 40 30 0.45
137941 40 36 0.48
142568 45 2 0.18
142569 45 5 0.21
142570 45 10 0.21
142571 45 15 0.21
142572 45 20 0.22

Sample Λ [TeV] tanβ σ [pb]
142573 45 25 0.22
142574 45 30 0.22
142575 45 35 0.23
142576 45 40 0.26
137944 50 2 0.09
137945 50 5 0.11
137946 50 10 0.11
137947 50 15 0.11
137948 50 20 0.11
137949 50 30 0.12
137950 50 40 0.13
137951 50 50 0.25
137959 60 50 0.06

Table 5.2: GMSB points that are included in the optimisation of the HT selection
for the one-tau analysis.

80GeV < mT < 110GeV is used. An additional selection on HT < 775GeV
is made to ensure separation with the SR.

These CRs are summarised in figure 5.5, showing the separation between
them and the SR.

5.7.2 Z+ jets

In the case of the Z+ jets estimation the SF is derived using Z → µµ pro-
cesses as well as data using di-muon triggers to normalise the MC to data.
In defining this region a requirement is placed for two muons which have
invariant mass within the Z mass window 66GeV < M(µ+, µ−) < 116GeV.
These muons are required to pass the baseline SUSY muon identification
criteria.

5.8 Background estimation

The two primary backgrounds for this study are the W+ jets and top pro-
duction. These form a big contribution both because of their high cross-
section but also due to the decay of Ws into neutrinos, giving a real Emiss

T

contribution.
The Z+ jets background is also important in the study, particularly the

decays Z → νν + jets, where one of the jets is misidentified as a tau and
the neutrinos provide the Emiss

T signature. This background contribution is
estimated in the Z+ jet CR

Multijet processes do not contribute much in the SR but need to be
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Figure 5.5: Plot of the defined CRs and SR for the analysis in the mT and HT

space. A mT selection splits the regions into true and fake tau dominated, while
a HT selection separates them from the SR. The CRs can be further split into W
and top dominated, based on the b-tagged jet multiplicity in the event.

estimated as the uncertainty on the contamination is very large if MC is
used alone. Diboson production and Drell-Yan processes are also considered,
though of lesser importance in the final signal region.

5.8.1 Top background with a true tau estimate

In the case of the top background with true taus, the background estimation
is done through a template fit. The variable used to split between the top
and the W backgrounds is the number of b-tagged jets in the event, which is
larger in the case of top, due to the t → W±, b∓. Templates of the number
of b-tagged jets are produced from MC for top processes (tt̄ and single top
production) and a combined template for the other backgrounds using events
from the true tau CR. Figure 5.6 shows plots of the templates used. These
templates are then fitted to the b-tagged jet multiplicity from data events in
the true tau CR. The fit results in a fraction of data events accounted for by
each template, the resulting fit is shown in figure 5.7. The total number of
events in the CR is then constrained by the data and the data/MC fraction
gives the total number of events from top, from which a SF can be computed
to correct the MC estimate for top. the fraction to all other events is not
used further.

From the fit a SF of
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Figure 5.6: The multiplicity of b-tagged jets for samples with top production (right)
and for all other contributions (left) in the top/W CR.
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Figure 5.7: The multiplicity of b-tagged jets in data along with the final fit of the
contributions from top and other sources.
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Region Scale Factor (ωtrue
top )

|η| < 0.8 1.46± 0.08
0.8 < |η| < 1.6 1.35± 0.13
1.6 < |η| 1.60± 0.25

Table 5.3: The true tau top SF obtained for the different regions in η.

ωtrue
top = 1.39± 0.08stat. +0.06

−0.08
syst.

is found.
To cross-check the stability of the method the process is repeated also

using different slices of η and computing the SF in each slice. The results
of this check are shown in table 5.3 and good agreement is found, within
statistical uncertainties.

5.8.2 W+ jets background with a true tau estimate

The W+ jets background estimation uses the asymmetry in the charge of
Ws produced in LHC. This asymmerty arises due to the p-p collisions in the
LHC. As the colliding protons consist of two up and one anti-down valence
quarks the production ofW+ through an up and anti-down quark interaction
is more likely than W− through down and anti-up; as in the former case one
of the quarks can be a valence quark. This particular effect is only visible for
W production. The production of top quarks is mainly in pairs, thus no such
effect is present. This means that it is possible to estimate the W content
in data by measuring this charge asymmetry. The final SF is determined by
finding the value which results in identical asymmetry in data and MC.

First the ratio of positive to negative taus, rMC, needs to be etracted
in the W true tau CR from W+jets and WZ MC. These MC samples are
used as these are the ones that contribute to this measurement. Additional
contributions can come from single top production but this is a much smaller
effect. With this ratio and the number of positively and negatively charged
W candidate events from data, D+ and D− respectively, the number of true
Ws can be estimated as:

NW = N+
W +N−W =

rMC + 1

rMC − 1

(
D+ −D−

)
. (5.1)

Contributions due to fake taus are naturally suppressed, since fake taus
do not have a particular preference towards a certain charge, meaning that
they cancel out once the subtraction is carried out.



70 Supersymmetry

The value of rMC seen in W+ jets and WZ MC events in the W/top CR
is:

rMC = 2.15± 0.05 ,

In the same CR from data:

D+ −D− = 502.

These result in a SF for the true W contribution of:

ωtrue
W = 0.75± 0.04stat ± 0.03syst .

5.8.3 Combined top and W estimation

For these two backgrounds a combined method is also considered, relying
on the information about true and fake taus of the background categories
in the two CRs. The SFs for true and fake taus are kept separate since
these come from different sources (fake taus are typically misidentified jets),
meaning that any possible mismodelling of the two in MC can be different.
This results in four input variables and four variables to estimate the scale
factors required to make the MC estimates match the data in the two CRs.
This method of estimation is commonly referred to as the “matrix method”.


NWT1

W,true NWT1
W,fake NWT1

top,true NWT1
top,fake

NWT2
W,true NWT2

W,fake NWT2
top,true NWT2

top,fake

NWT3
W,true NWT3

W,fake NWT3
top,true NWT3

top,fake

NWT4
W,true NWT4

W,fake NWT4
top,true NWT4

top,fake




ωtrue
W

ωfake
W

ωtrue
top

ωfake
top

 =


NWT1

data −NWT1
Oth.MC

NWT2
data −NWT2

Oth.MC

NWT3
data −NWT3

Oth.MC

NWT4
data −NWT4

Oth.MC

 .

In order to correct for other contributions all MC samples that are not con-
tributing to the estimated quantities are subtracted from MC. Where appli-
cable SFs are applied to the MC estimates.

This allows us to estimate the vector ~ω, which contains the SFs for each
CR with true and fake taus, by inverting the matrix.


ωtrue
W

ωfake
W

ωtrue
top

ωfake
top

 =


0.91± 0.03stat + 0.05syst

0.32± 0.28stat + 0.17syst

1.32± 0.10stat + 0.13syst

1.92± 0.41stat + 0.22syst

 . (5.2)

This method provides a cross-check of the true tau W and top SF. In
the case of the top the two results are in agreement within statistical uncer-
tainties. As this is not the case for the true tau W the difference between
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Figure 5.8: The scale factors obtained via the matrix method for the W+ jets and
top true and fake tau contributions. The distributions are obtained using toy MCs.

the two SFs is taken as an additional systematic uncertainty. For the fake
tau SFs this is the only determination done. The error in the number of
events in each region is also taken into account using toy MC. The output
distributions where these uncertainties are taken into acount are shown in
figure 5.8.

5.8.4 Z+ jets

The presence of Z+ jets as one of the backgrounds in the SR is also estimated
from a data-driven technique. First it is studied that the main contribution of
Z+ jets to the signal region actually comes from events where the Z decays to
a pair of neutrinos and contributes fully to the observed Emiss

T . However, Z→
νν decays can not be studied directly with high purity. Also, while Z+ jets
production with the Z boson decaying to ee or µµ has been measured by
ATLAS, this analysis operates in a more extreme kinematic regime compared
to the ATLAS results, so these can not be directly applied either. The
Z+ jets contribution is therefore estimated from the data by measuring the
data/MC ratio from Z → µµ decays in a dedicated CR and scaling the
number of all Z+ jets events from MC in the SR with that factor.

ZData,SR
νν = ZMC,SR

νν

ZData,CR
µ+µ−

ZMC,CR
µ+µ−

. (5.3)
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Sensitivity to Z → νν decays is emulated by using a modified Emiss
T ∗ in

the analysis where the transverse momenta of muons from the Z decay are
made part of the missing energy vector:

Emiss
T ∗ =

∣∣( ~Emiss
T + ~pµ + ~pµ

)
T

∣∣ (5.4)

For simplicity, in this analysis only the µ+µ− channel is considered. The
baseline event selection of section 5.6 is substantially altered to obtain a high
statistics Z+ jets control sample.

The selection starts from the Muon stream instead of JetTauEtMiss and
requires the trigger: EF_mu15_mu10_EFFS for data taking periods B2–I and
EF_mu15_mu10_EFFS_medium for periods J–M. After GRL and vertex re-
quirements it selects only events with two opposite signed isolated muons
with |η| < 2.4, pT > 20GeV and with invariant mass within the range
66GeV < M(µ+, µ−) < 116GeV. To make the CR signal-like at least 2
jets are required with pT(jet1) > 130GeV and pT(jet2) > 30GeV and a
high “missing” transverse energy Emiss

T ∗ > 130GeV (150GeV for data tak-
ing periods L–M, to account for the different trigger plateau requirements).
Figure 5.9 shows the data and MC contributions to the CR as function of
the dimuon invariant mass for two different muon pT selections. The MC
predicts a very high Z purity but overestimates the number of events in the
Z+ jets control sample. A SF of 0.81± 0.01 is derived from these studies.

Figure 5.9: Di-muon invariant mass distribution for events from the Z+ jets CR.
The difference in numbers of event between data and MC gives rise to a scale factor.
The right distribution tests the agreement for a more stringent requirement on the
Z decay muons of pT > 40GeV.

5.8.5 QCD estimation

The method used for QCD estimation is the so-called ABCD method, which
allows a data-driven estimate of a background rate. Events are selected by
a pair of cuts in a plane of two uncorrelated variables, such that both of the
selections enhance the signal-to-background ratio.
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Scaling One-tau Two-Tau Tau + Muon Tau + Electron
ω

W
true 0.75± 0.04 0.74± 0.02 - -
ω

t
true 1.39± 0.08 1.17± 0.03 - -

ω
Z
true 0.81± 0.01 0.96± 0.38 - -

ω
W
fake 0.32± 0.28 0.65± 0.32 0.58± 0.02 0.61± 0.01

ω
t
fake 1.92± 0.41 0.89± 0.23 0.84± 0.16 0.84± 0.14

Table 5.4: Comparison of the scale factors for W+ jets, Z+ jets and top background
contributions derived by the different analyses.

Extra Loose τ Nominal τ
∆φmin < 0.3 Control region A Control region B
∆φmin > 0.3 Control region C Signal region D

Table 5.5: Definitions of QCD regions used in the ABCD method for the one-tau
analysis.

The two variables used here are the tau identification tightness and ∆φmin

so that an event sample with high QCD contamination is separated into four
regions, these are shown in table 5.5. Figure 5.10 shows a scatterplot of
the tau BDT score against ∆φmin for QCD MC after the mτ

T selection,
but skipping the QCD suppressing selection and final HT selection. In
this definition the regions A, B and C are QCD enriched with small signal
contamination. Using the number of events in these regions it is possible
to estimate the number of QCD events in region D. The tau identification
becomes a background discriminator variable by adding an “extra loose tau”
working point to the already defined nominal tau definition from section 2.6.
An extra loose tau candidate has the nominal tau ID selection with the
exception of the BDT identification; if the event features several such taus,
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Figure 5.10: Plot of the variables used to define the ABCD regions and before the
final HT selection in the one-tau analysis for QCD MC. The two variables should
be independent of each other in order for the ABCD method to work.
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one of them is picked at random. An extra loose tau candidate is only picked
as long as it does not overlap with the two leading jets in the event. These
extra loose tau candidates are then used in place of the nominal taus in
the event selection. The sample is split into events where an extra loose
tau is identified but would not pass the nominal tau definition and events
passing only the tighter nominal tau identification. The variable ∆φmin, is
sensitive to events where Emiss

T originates largely from a single mis-measured
jet instead of a real undetected particle.

Event selection for the ABCD method
The baseline event selection from section 5.6 is applied. To improve the sta-
tistical power of the method the Emiss

T /meff selection and the final selection
on HT is not applied. An additional selection on Emiss

T /meff < 0.3 is made
for region C, in order to reduce the non-QCD contamination, making the
method less affected by uncertainties in non-QCD SFs.

A significant contamination from non-QCD events is observed in all CRs
except for region A, as shown in figure 5.11.
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Figure 5.11: Summary of background composition in the four samples defined by
extra loose/nominal tau ID and the ∆φmin selection for the ABCD method.

Figures 5.12 and 5.13 show the HT and Emiss
T /meff distributions in re-

gions A-C.

Separating backgrounds inside the ABCD method
Other non-QCD backgrounds contribute to the observed number of events
in the CRs A–C region, this effect needs to be corrected. Two methods are
studied for this correction, labelled subtraction method and likelihood method.
Details of these methods are presented in what follows.
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Figure 5.12: meff distributions in regions A, B and C for the one-tau analysis,
showing good agreement between data and MC, in the areas where it is possible to
compare. Certain bins have large statistical unertainties due to the high weight of
the events contributing to them.
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(c) C. No selection applied on Emiss
T /meff

Figure 5.13: Emiss
T /meff distributions in regions A, B and C for the one-tau analysis,

showing good agreement between data and MC, in the areas where it is possible to
compare. Certain bins have large statistical unertainties due to the high weight of
the events contributing to them.
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• The subtraction method is a simple subtraction of the non-QCD MC
from the data in the regions A–C, using the scale factors obtained for
the top and vector boson backgrounds from the data-driven methods
in the following sections. Scale factors for true and fake non-QCD
contributions are dependent on the tau ID. The influence of the un-
certainty of the SFs on the method is estimated by scaling the extra
loose tau region and not applying the SFs to this region, and adding
the difference of the results as an additional systematic uncertainty of
the method.

• The other way incorporates the non-QCD background by additional
terms in a likelihood function method. This way is more robust if the
amount of background to be subtracted is comparable to the number
of events observed in one or more of the regions.

Subtraction method as part of background treatment in the ABCD
method
The subtraction

NQCD∗

A,B,C = Ndata
A,B,C −Nnon−QCD

A,B,C (5.5)

allows the number of QCD events in the signal region D, for Emiss
T /meff <

0.3, to be estimated by

NQCD∗

D =
NQCD∗

B

NQCD∗

A

NQCD∗

C (5.6)

To get the number of estimated QCD events in the signal region used in
the real event selection this number has to be scaled by the ratio of events
with Emiss

T /meff < 0.3 and the final selection on HT and Emiss
T /meff > 0.3.

This ratio may be taken from the QCD-dominated region A, provided that
these variables are independent of tau ID and ∆φmin. This yields N

QCD∗

D =

9.9 ± 1.0stat and in the final signal region NQCD∗

D, Emiss
T /meff>0.3 & HT>775 GeV =

NQCD∗

SR = 0.13 ± 0.03stat when the W , Z and top background scale factors
are not yet applied to the regions A and C (extra loose tau). This result is
consistent with the ratios from the other QCD-enriched regions, the statisti-
cally limited regions B (only one event passes Emiss

T /meff > 0.3) and C. It is
also consistent with result obtained when varying the tau definition, by us-
ing BDT “loose” taus as well as an even looser tau definition (tau candidates
with basic kinematic selection, and charge < |3| and nTracks < |6| with and
without lepton vetoes, here labelled “extra loose”).

The final QCD estimate is calculated from the extra loose regions, where
non-QCD contributions have been scaled using the SFs obtained in sec-
tions 5.8.1-5.8.4. These include the W , Z and top SFs found in table 5.4,
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as found by the other background estimation methods in the analysis. This
yields NQCD∗

SR = 0.17±0.04stat. The difference between the two numbers are
taken as an additional systematic uncertainty on the method. Figure 5.14
shows the numbers of estimated QCD events in the SR from this method for
different values of QCD reducing selections on ∆φmin and Emiss

T /meff .
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Figure 5.14: Shows number of QCD events estimated from the ABCD subtraction
method in the final SR for different selection values on ∆φmin and Emiss

T /meff .

Likelihood method as part of background treatment in the ABCD
method
The background correction via likelihood function works as follows: the pre-
dicted rates for the non-QCD background components are denoted here by
µnQCD

D;A,B,C and are taken from MC with appropriate SFs applied, given in table
5.4 (no scaling of extra loose taus). A possible signal contribution in region
D is denoted by µ. The signal leakage into the other regions is expressed in
terms of µA,B,C and a signal acceptance factor into this region taken from
MC in a sample GMSB signal. Then there is the “unknown” QCD back-
ground which is completely data driven. Denoting the component in the
search region D as µQCD, we describe the ABCD-relation between the other
three components with two additional nuisance parameters τB and τC . The
estimated rates in the 4 regions are thus described by:

µA = µA + µnQCD
A + µQCDτBτC

µB = µB + µnQCD
B + µQCDτB

µC = µC + µnQCD
C + µQCDτC

µD = µ+ µnQCD
D + µQCD
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The likelihood function is the product of the four likelihoods for the counting
experiments in the four regions:

L(nA, nB, nC , nD
∣∣µ, θµ) =

∏
i=A,B,C,D

e−µiµ
ni
i

ni!

The maximum likelihood fit to data yields µQCD = 9.9± 1.0. This yields
an estimate of 0.13 ± 0.03 events in the region with Emiss

T /meff > 0.3 and
HT > 775GeV using the ratio of events in region A as for the subtraction
method and no scaling of the extra loose tau region. This is the same result
as the one obtained from the subtraction approach, which shows that the
simple treatment (by subtraction) has already been robust.

5.9 Events in SR after selection

The number of events after each selection, as outlined in section 5.6, for the
SM backgrounds is shown in table 5.7, where the SFs obtained in section 5.8
have been applied. For comparison between MC and data the total sum of
the MC output is compared to data at each step in the cutflow, shown in
table 5.6.

After cut SM Data
τ (no overlap 2 τ) 3656± 256 3751
∆φmin > 0.3 3028± 120 3370
Emiss

T /meff > 0.3 2441± 99 2673
mτ

T > 110GeV 178± 22 184
HT > 775GeV 1.31± 0.37 4

Table 5.6: Cut-flow for the kinematic selections defining the SR of the one-tau
analysis after the baseline selection. Shown errors are statistical only. The sum of
all Standard Model background processes is compared to the data. The value of
1.31± 0.37 expected events is composed of the predicted events from the corrected
top quark,W + jets and Z + jets MC and the events for QCD background estimated
from the data.

After cut Top W+ jets Z+ jets Di-boson QCD Drell-Yan
1 τ (no overlap 2 τ) 890± 55 2045± 114 243± 15 9.0± 1.0 456± 222 4.1± 1.2
∆φmin > 0.3 834± 50 1951± 107 205± 14 7.8± 0.9 28± 10 2.2± 0.9
Emiss

T /meff > 0.3 680± 41 1593± 89 157± 13 5.8± 0.6 3.7± 3.6 1.5± 0.8
mτ

T > 110GeV 90± 14 34± 15 52± 8 1.5± 0.3 < 3.5 < 0.36
HT > 775GeV 0.61± 0.25 0.30± 0.16 0.22± 0.22 < 0.05 0.17± 0.04 < 0.36

Table 5.7: Number of events after each step in the kinematic selection defining
the SR of the one-tau analysis after the baseline event selection. All numbers are
from MC with scale factors applied to top, W+ jets and Z+ jets except for the
final estimate of QCD events, which is from section 5.8.5. The uncertainties are
statistical only.
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5.10 Systematic uncertainties

Systematic uncertainties play an important effect on the results of the anal-
ysis as they influence the estimated number of events in the SR. In this
section a description of the sources of uncertainties and their treatment is
presented and the effect they have on the result of the analysis can be found
in table 5.8.

Each of the following uncertainty sources affects the properties of physics
objects used in the analysis or the weight given to individual events. For each
of these uncertainty sources the relevant MC objects are modified, e.g. the
energy of jets lowered to account for uncertainty in the energy scale, and
then the analysis repeats with these new objects. This also includes the SF
determination as well as the full selection. The difference of this estimate to
the nominal one is taken as the effect of the systematic.

5.10.1 Tau systematic uncertainties

The systematic uncertainties considered for taus in the analysis are the tau
energy scale [48] and the tau identification efficiency. These systematic un-
certainties are dependent on the pT of the tau as well as the η range in which
it is located. They also depend on the identification used. The evaluation of
these systematic uncertainties was done by the ATLAS tau working group
centrally for all analyses.

5.10.2 b-tagging systematic uncertainties

Systematic uncertainties due to b-jet identification are also considered, as
these affect the uncertainty on the top and W+ jets SFs. For this uncertainty
three components are considered, the uncertainty on the scale factor for b-
jets and light jets as well light jet misidentification. A fourth source of
uncertainty, the scale factor due to c-quarks was not considered, as it was
found to be negligible in comparison.

5.10.3 Jet systematic uncertainties

For jets the systematic uncertainties considered are the uncertainty on the
JES, as well as the Jet Energy Resolution (JER) [49]. The JER uncertainty
is applied as an additional Gaussian smearing on the jet energy, making the
energy resolution in MC match what is observed in data.

5.10.4 Emiss
T systematic uncertainties

As the Emiss
T is a composite quantity, the uncertaintes on all input terms

have to be considered, see section 2.6. In the case of this analysis these
are terms affecting the soft Emiss

T terms as well as the jets. As with the
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jet systematic uncertainties the soft energy systematic uncertainties include
the uncertainty on the energy scale as well as the enery resolution. The
tau systematic uncertainties need not be considered as they are not used in
the Emiss

T determination. When the variation is done the Emiss
T needs to be

recalculated taking the updated objects into account.

5.10.5 Other systematic uncertainties

Other uncertainties considered are due to the pileup reweighting procedure,
additional uncertainties from generators for top and dibosons as well as from
the methods used to estimate the background contributions in the SR. The
pileup reweighting uncertainty is evaluated by making a 10% downwards
scaling of the spectrum of number of interactions per event (µ). This is a
common procedure used in the SUSY WG for the evaluation of this uncer-
tainty and is found to be sufficient to cover the possible error due to the µ
uncertainty.

The generator uncertainties studied cover the effect of the MC shape on
the extrapolation from the CRs to SR. To study this settings of the gener-
ators used are varied; such as the renormalisation and factorisation scales.
Due to the many different setting combinations that need to be checked to
evaluate generator uncertainties these studies are done on generator level
only. The assumption is that the differences seen at generator level will
translate correctly to reconstruction level. As such, samples with different
generator settings are produced and the effect of each on the final count is
evaluated.

The final extra systematic uncertainty is due to the difference in the
results on the true tau W SFs determined by the charge subtraction and
matrix methods, outlined in 5.8.2 and 5.8.3 respectively. The difference is
considered as an additional error on the true tau W SF itself.

5.10.6 Effects of uncertainties on the analysis

A complete summary of the uncertainties from statistics as well as systematic
uncertainties can be found in table 5.8. This includes all evaluated uncer-
tainties and their combination, taking into account the correlation between
uncertainties where applicable.

5.11 Results

In table 5.9 the number of events passing the SR selection for each of the
relevant MC samples as well as all uncertainties can be seen. These num-
bers are normalised to the luminosity found in the data. The total expected
number of events is found to be 1.31± 0.37stat ± 0.65syst, while 4 events are
observed in the data. No statistically significant excess above the standard
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Systematic QCD W+jets W+ jets Top Top Z+ jets di-boson
(true) (fake) (true) (fake)

JER 0.33 <0.002 1.1 -0.06 0.14 0.23 <0.002
JES ⇑ 0.16 0.03 1.4 0.02 0.15 0.23 -0.33
JES ⇓ -0.09 -0.22 -0.90 -0.04 -0.10 <0.002 <0.002
TES ⇑ 0.03 <0.002 0.07 -0.007 0.13 0.23 <0.002
TES ⇓ 0.06 <0.002 0.20 -0.13 -0.10 <0.002 <0.002
Tau ID 0.07 0.06 -0.01 0.06 0.07 0.06 0.07
Pile-up 0.01 <0.002 0.20 -0.02 -0.05 <0.002 <0.002
STES ⇑ 0.01 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
STES ⇓ -0.06 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
STR ⇑ 0.04 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
STR ⇓ -0.01 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
Bjet ⇑ -0.02 0.05 0.33 -0.10 -0.08 0.02 <0.002
Bjet ⇓ 0.04 -0.05 -0.07 0.09 0.08 -0.02 <0.002
Bjet (L) ⇑ 0.01 -0.01 0.01 -0.02 -0.04 -0.004 -0.003
Bjet (L) ⇓ 0.01 0.01 -0.06 -0.003 0.04 0.004 0.003
Method 0.50 0.21 — — — — —
Gen. DiBosons — <0.002 <0.002 <0.002 <0.002 0.05 0.04
Gen. tt̄ — — — 0.15 0.15 — —
Theory/Extr. — 0.30 0.27 0.26 0.26 — —
Total syst. 0.63 0.39 1.65 0.33 0.40 0.57 0.34
Stat. 0.21 0.70 1.13 0.38 0.81 1.0 —

Table 5.8: Overview of all systematic and statistical uncertainties for the one-tau
channel. The uncertainties are presented in relative variations of the predicted num-
ber of background events. A statistical uncertainty is only listed for the channels
which are found to contribute to the signal region.

model expectation is found. For comparison purposes the number of events
accepted by the analysis in some selected signal points can be seen in ta-
ble 5.10. These points are selected as they lie close to the border of expected
exclusion limit.

The limits on the parameters of GMSB model are produced using the
profile likelihood method [50] and the CLS criterion [51]. The exclusion reach
of this study at the 95% CL over the tanβ-Λ plane of the GMSB model (see
section 5.2) is shown in figure 5.15. Models with Λ < 45TeV (corresponding
to gluino masses up to about 1000GeV) for 40 > tanβ > 20 are excluded.
For lower values of tanβ models with Λ < 35TeV (gluino masses up to about
800GeV) are excluded. As expected the exclusion is strongest for larger
values of tanβ where the stau is the NLSP. The results after the statistical
combination with the two-tau, tau+muon and tau+electron channels, as well
as the individual limits of each analysis are shown in figure 5.16. This leads to
stronger exclusion of gluino masses up to about 1300GeV for 40 > tanβ > 20
and progressively worse for lower values, down to 1000GeV. These results
presented the strongest ATLAS limits for the GMSB model at the time of
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top 0.61± 0.35stat ± 0.22syst

W + jets 0.128± 0.234stat ± 0.20syst

Z + jets 0.22± 0.22stat ± 0.13syst

QCD 0.17± 0.04stat ± 0.11syst

Drell-Yan < 0.36
Diboson < 0.05

Total 1.31± 0.37stat ± 0.65syst

Table 5.9: Number of expected event in the one-tau analysis SR from all contribut-
ing SM processes along with the statistical and systematic uncertainties. This leads
to a final estimate of 1.31± 0.37stat ± 0.65syst.

Λ tanβ Expected events Stat. uncertainty Cross section uncertainty Syst. uncertainty
45 20 5.35 0.11 0.19 0.11
45 40 7.46 0.10 0.19 0.17
50 20 2.36 0.13 0.23 0.11
50 40 3.67 0.11 0.22 0.08
60 20 0.37 0.20 0.25 0.10
60 40 0.81 0.13 0.23 0.13

Table 5.10: Signal prediction and uncertainties in the one-tau analysis for six se-
lected reference points from the GMSB grid around the expected exclusion contour.
Uncertainties are relative.

publication.
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Figure 5.15: Exclusion contour of the one-tau analysis over the tanβ−Λ parameter
plane of the GMSB model. At the top of the plot the fixed parameters are displayed.
The dashed vertical lines show the mass of gluinos in the model. The dark area
corresponds to the region of parameter space excluded by theory, while the coloured
regions correspond to the parameter space excluded by OPAL results.
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Figure 5.16: Exclusion contour of all channels in the analysis as well as the combined
limit. The dashed vertical lines show the mass of gluinos in the model. The dark
area corresponds to the region of parameter space excluded by theory, while the
coloured regions correspond to the parameter space excluded by OPAL results.
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Chapter 6

Conclusions

The work presented in the thesis covers many different levels of results from
the ATLAS experiment at the LHC, each of them important to the working
of the experiment and its physics goals.

The Inner Detector Global monitoring package was used throughout
Run I to spot issues in the detector as they arose. The input from this
package was important for checking the performance of the Inner Detector
and excluding problematic data from physics analyses. All data in Run I
passed through this monitoring and it forms part of the basis for monitoring
the ID in Run II, the preparations for which have already started.

The measurements of minimum bias event spectra were crucial in en-
abling the tuning of MC generators as well as getting a better understanding
of the type of event that form the pileup in the detector. These two factors
are vital for making searches for new physics possible even under the effects
of very high pileup during the increased luminosity at the end of Run I.

Chapter 4 presented a search for Supersymmetry using events with tau
leptons performed on the full 2011 dataset, comprising 4.7 fb recorded at
7TeV CoM energy. No signal above the Standard Model expectation was
observed. The result was used to set limits on the GMSB model parameters
which translates to lower limits on the sparticle masses. A followup paper
was produced presenting the analysis of the full 2012 8TeV dataset of 20.1 fb.
This search included additional interpretations; the mSUGRA, nGM and
bRPV models. SUSY is still a hypothetical model after Run I, no experiment
has as of yet evidence of Supersymmetry.

As run I has come to its end the focus has shifter towards Run II of the
LHC. This will not only bring an increase in CoM energy to 13TeV, but
also an increase in luminosity, with 100 fb−1 of data expected. This means a
far greater physics reach but also challenges in understanding the detector.
Run II is expected to start in Spring 2015.
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Appendix A

List of samples considered in
the SUSY study

A list of all the samples considered in the study presented, along with their
identification number for ATLAS and their cross-section and number of
events present in the samples.
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Sample ID Name Generator NNLO No. of
[pb] events

105200 tt̄ semileptonic (T1) MCAtNLOJimmy 90.57 14983835
105204 tt̄ full hadronic MCAtNLOJimmy 76.23 1199034
117360 t-channel t→ eν AcerMCPythia 6.97 999295
117361 t-channel t→ µν AcerMCPythia 6.97 999948
117362 t-channel t→ τν AcerMCPythia 6.97 998995
108343 s-channel t→ eν MCAtNLOJimmy 0.50 299948
108344 s-channel t→ µν MCAtNLOJimmy 0.50 299998
108345 s-channel t→ τν MCAtNLOJimmy 0.50 299899
108346 single top Wt MCAtNLOJimmy 15.74 899694

Table A.1: Used tt̄ and single t MC samples with their corresponding sample ID,
event generator, NLO cross section and number of generated events.
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Sample ID Name Generator NNLO [pb] # events
107680 WenuNp0 AlpgenJimmy 8288.88 3458883
107681 WenuNp1 AlpgenJimmy 1561.14 2499645
107682 WenuNp2 AlpgenJimmy 452.24 3768632
107683 WenuNp3 AlpgenJimmy 121.82 1008947
107684 WenuNp4 AlpgenJimmy 30.71 250000
107685 WenuNp5 AlpgenJimmy 8.36 69999
144022 WenuNp6_pt20 AlpgenJimmy 1.85 145000
144196 WenuNp1_susyfilt AlpgenJimmy 8.83 180899
144197 WenuNp2_susyfilt AlpgenJimmy 7.47 134998
144198 WenuNp3_susyfilt AlpgenJimmy 4.15 139999
144199 WenuNp4_susyfilt AlpgenJimmy 1.73 75000
107690 WmunuNp0 AlpgenJimmy 8284.22 3462942
107691 WmunuNp1 AlpgenJimmy 1560.55 2498593
107692 WmunuNp2 AlpgenJimmy 451.79 3768737
107693 WmunuNp3 AlpgenJimmy 121.71 1008446
107694 WmunuNp4 AlpgenJimmy 30.74 254950
107695 WmunuNp5 AlpgenJimmy 8.37 70000
144023 WmunuNp6_pt20 AlpgenJimmy 1.85 145000
144200 WmunuNp1_susyfilt AlpgenJimmy 8.46 171000
144201 WmunuNp2_susyfilt AlpgenJimmy 7.34 139900
144202 WmunuNp3_susyfilt AlpgenJimmy 4.09 139899
144203 WmunuNp4_susyfilt AlpgenJimmy 1.73 70000
107700 WtaunuNp0 AlpgenJimmy 8283.50 3418296
107701 WtaunuNp1 AlpgenJimmy 1559.36 2499194
107702 WtaunuNp2 AlpgenJimmy 451.63 3750986
107703 WtaunuNp3 AlpgenJimmy 121.84 1009946
107704 WtaunuNp4 AlpgenJimmy 30.72 249998
107705 WtaunuNp5 AlpgenJimmy 8.37 65000
144024 WtaunuNp6_pt20 AlpgenJimmy 1.85 150000
144204 WtaunuNp1_susyfilt AlpgenJimmy 13.08 265000
144205 WtaunuNp2_susyfilt AlpgenJimmy 11.06 204999
144206 WtaunuNp3_susyfilt AlpgenJimmy 6.09 209900
144207 WtaunuNp4_susyfilt AlpgenJimmy 2.52 104999

Table A.2: Used W + jets MC samples with their corresponding sample ID, event
generator, LO cross section, and section, k-factor, NNLO cross section and number
of generated events. Samples marked “susyfilt” have been produced with a truth
level filter requiring one jet of at least 100GeV pT and at least 100GeV of missing
transverse energy.



92 List of samples considered in the SUSY study

Sample ID Name Generator NNLO [pb] # events
107650 ZeeN0p AlpgenJimmy 832.61 6618284
107651 ZeeN1p AlpgenJimmy 167.31 1334897
107652 ZeeN2p AlpgenJimmy 50.55 2004195
107653 ZeeN3p AlpgenJimmy 14.00 549949
107654 ZeeN4p AlpgenJimmy 3.53 149948
107655 ZeeN5p AlpgenJimmy 0.95 50000
107660 ZmumuN0p AlpgenJimmy 832.61 6615230
107661 ZmumuN1p AlpgenJimmy 167.31 1334296
107662 ZmumuN2p AlpgenJimmy 50.55 1999941
107663 ZmumuN3p AlpgenJimmy 14.00 549896
107664 ZmumuN4p AlpgenJimmy 3.53 150000
107665 ZmumuN5p AlpgenJimmy 0.95 50000
107670 ZtautauN0p AlpgenJimmy 832.61 10613179
107671 ZtautauN1p AlpgenJimmy 167.31 3334137
107672 ZtautauN2p AlpgenJimmy 50.55 1004847
107673 ZtautauN3p AlpgenJimmy 14.00 509847
107674 ZtautauN4p AlpgenJimmy 3.53 144999
107675 ZtautauN5p AlpgenJimmy 0.95 45000
107710 ZnunuNp0 AlpgenJimmy 49.93 54949
107711 ZnunuNp1 AlpgenJimmy 569.09 909848
107712 ZnunuNp2 AlpgenJimmy 247.68 169899
107713 ZnunuNp3 AlpgenJimmy 75.45 144999
107714 ZnunuNp4 AlpgenJimmy 19.55 309899
107715 ZnunuNp5 AlpgenJimmy 5.42 189998

Table A.3: Used Z + jets MC samples with their corresponding sample ID, event
generator, LO cross section, k-factor, NNLO cross section, and number of generated
events.



93

Sample ID Generator Final state NLO [pb] No. of events
105921 McAtNlo_JIMMY W± → eνeν 0.51 199949
105922 McAtNlo_JIMMY W± → eνµν 0.51 200000
105923 McAtNlo_JIMMY W± → eντν 0.51 200000
105924 McAtNlo_JIMMY W± → µνµν 0.51 199000
105925 McAtNlo_JIMMY W± → µνeν 0.51 199949
105926 McAtNlo_JIMMY W± → µντν 0.51 200000
105927 McAtNlo_JIMMY W± → τντν 0.51 499676
105928 McAtNlo_JIMMY W± → τνeν 0.51 199950
105929 McAtNlo_JIMMY W± → τνµν 0.51 200000
105930 McAtNlo_JIMMY ZZ → ``qq̄ 0.270 25000
105931 McAtNlo_JIMMY ZZ → ```` 0.026 99999
105932 McAtNlo_JIMMY ZZ → ``νν 0.077 99999
106036 McAtNlo_JIMMY ZZ → 2`2τ 1.695 25000
106037 McAtNlo_JIMMY ZZ → 4τ 0.164 25000
113192 McAtNlo_JIMMY ZZ → ττνν 0.514 24950
113193 McAtNlo_JIMMY ZZ → ττqq̄ 0.928 25000
105940 McAtNlo_JIMMY W+Z → `νqq̄ 0.090 100000
105941 McAtNlo_JIMMY W+Z → `ν`` 0.28 100000
105942 McAtNlo_JIMMY W+Z → qq̄′`` 0.086 25000
106024 McAtNlo_JIMMY W+Z → τν`` 0.082 25000
106025 McAtNlo_JIMMY W+Z → `νττ 0.043 199950
106026 McAtNlo_JIMMY W+Z → τνττ 0.047 25000
113190 McAtNlo_JIMMY W+Z → qq̄′ττ 0.045 25000
105970 McAtNlo_JIMMY W−Z → `νqq̄ 0.0234 200000
105971 McAtNlo_JIMMY W−Z → `ν`` 0.0129 25000
105972 McAtNlo_JIMMY W−Z → qq̄′`` 0.0065 25000
106027 McAtNlo_JIMMY W−Z → τν`` 0.2568 199949
106028 McAtNlo_JIMMY W−Z → `νττ 0.1397 200000
106029 McAtNlo_JIMMY W−Z → τνττ 0.0386 200000
113191 McAtNlo_JIMMY W−Z → qq̄′ττ 0.1348 199950

Table A.4: Used diboson MC samples with their corresponding sample ID, event
generator, final state, NLO cross section, and number of generated events.
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Sample ID Name Generator LO [pb] No. of events
105009 J0 Pythia 12030000000 999997
105010 J1 Pythia 807266000 999993
105011 J2 Pythia 48048000 999999
105012 J3 Pythia 2192900 999992
105013 J4 Pythia 87701 989992
105014 J5 Pythia 2350.1 999987
105015 J6 Pythia 33.61 999974
105016 J7 Pythia 0.13744 998955
105017 J8 Pythia 0.000006 998948

Table A.5: Used dijet MC samples with their corresponding sample ID, event gen-
erator, cross section and number of generated events.

Sample ID Name Generator NNLO [pb] # events
116250 ZeeNp0Mll10to40 AlpgenJimmy 3798.37 994949
116251 ZeeNp1Mll10to40 AlpgenJimmy 105.58 299998
116252 ZeeNp2Mll10to40 AlpgenJimmy 51.22 999946
116253 ZeeNp3Mll10to40 AlpgenJimmy 10.38 149998
116254 ZeeNp4Mll10to40 AlpgenJimmy 2.30 40000
116255 ZeeNp5Mll10to40 AlpgenJimmy 0.57 10000
116260 ZmumuNp0Mll10to40 AlpgenJimmy 3798.62 999849
116261 ZmumuNp1Mll10to40 AlpgenJimmy 105.42 300000
116262 ZmumuNp2Mll10to40 AlpgenJimmy 51.14 999995
116263 ZmumuNp3Mll10to40 AlpgenJimmy 10.37 150000
116264 ZmumuNp4Mll10to40 AlpgenJimmy 2.33 39999
116265 ZmumuNp5Mll10to40 AlpgenJimmy 0.57 10000
116270 ZtautauNp0Mll10to40 AlpgenJimmy 3798.49 999649
116271 ZtautauNp1Mll10to40 AlpgenJimmy 105.54 299999
116272 ZtautauNp2Mll10to40 AlpgenJimmy 51.33 498899
116273 ZtautauNp3Mll10to40 AlpgenJimmy 10.38 150000
116274 ZtautauNp4Mll10to40 AlpgenJimmy 2.28 39999
116275 ZtautauNp5Mll10to40 AlpgenJimmy 0.57 10000

Table A.6: Used Drell-Yan MC samples with their corresponding sample ID, event
generator, LO cross section, k-factor, NNLO cross section and number of generated
events.
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Sample Λ [TeV] tanβ σ [pb]
137915 10 2 552.595
137916 10 5 552.996
137917 10 10 552.960
137918 10 15 552.166
137919 10 20 661.116
137920 10 21 659.621
143061 12 21 312.079
143055 15 2 106.275
143056 15 5 109.792
143057 15 10 102.78
143058 15 15 100.390
143059 15 20 99.823
143060 15 23 100.555
137921 20 2 21.666
137922 20 5 22.427
137923 20 10 21.964
137924 20 15 21.795
137925 20 20 21.846
137926 20 27 22.994
137927 30 2 2.212
137928 30 5 2.344
137929 30 10 2.339
137930 30 15 2.337
137931 30 20 2.346
137932 30 30 2.458
137933 30 36 3.207
142558 35 2 0.882
142559 35 5 0.951
142560 35 10 0.956
142561 35 15 0.958
142562 35 20 0.963
142563 35 25 0.974
142564 35 30 1.000
142565 35 35 1.073
142566 35 40 1.546
142567 35 42 2.962
137934 40 2 0.389
137935 40 5 0.427
137936 40 10 0.433
137937 40 15 0.434
137938 40 20 0.436
137939 40 25 0.442
137940 40 30 0.452
137941 40 36 0.484

Sample Λ [TeV] tanβ σ [pb]
137942 40 40 0.546
137943 40 46 1.814
142568 45 2 0.184
142569 45 5 0.208
142570 45 10 0.213
142571 45 15 0.214
142572 45 20 0.215
142573 45 25 0.218
142574 45 30 0.223
142575 45 35 0.233
142576 45 40 0.256
142577 45 50 1.327
137944 50 2 0.093
137945 50 5 0.109
137946 50 10 0.112
137947 50 15 0.113
137948 50 20 0.114
137949 50 30 0.118
137950 50 40 0.133
137951 50 50 0.248
137952 60 2 0.028
137953 60 5 0.035
137954 60 10 0.037
137955 60 15 0.038
137956 60 20 0.038
137957 60 30 0.040
137958 60 40 0.044
137959 60 50 0.060
137960 70 2 0.011
137961 70 5 0.014
137962 70 10 0.015
137963 70 15 0.015
137964 70 20 0.016
137965 70 30 0.016
137966 70 40 0.018
137967 70 50 0.022
137968 80 2 0.0046
137969 80 5 0.0063
137970 80 10 0.0070
137971 80 15 0.0072
137972 80 20 0.0073
137973 80 30 0.0076
137974 80 40 0.0084
137975 80 50 0.0101

Table A.7: List of MC samples for SUSY signal. All samples are generated using
Herwig++. Four out of six parameters defining the GMSB points are the same for
all samples: Mmess = 250 TeV, N5 = 3, sign(µ) = +, and Cgrav. The parameters Λ
and tanβ are varied as shown in the table.
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Appendix B

Event displays from
Supersymmetry analysis
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Figure B.1: Event selected in the SR of the supersymmetry with taus analysis. The
pmathrmT of the leading and sub-leading jets are 592GeV (red) and 86GeV (green)
respectively. The selected tau pT is 32GeV (orange spike in prolongation of jet
axis). Emiss

T is 478GeV (red arrow).
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Figure B.2: Event selected in the SR of the supersymmetry with taus analysis. The
pmathrmT of the leading and sub-leading jets are 372GeV (red) and 124GeV (green)
respectively. The selected tau pT is 66GeV (orange spike in prolongation of jet axis).
Emiss

T is 324GeV (red arrow).
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Figure B.3: Event selected in the SR of the supersymmetry with taus analysis. The
pmathrmT of the leading and sub-leading jets are 341GeV (red) and 212GeV (green)
respectively. The selected tau pT is 109GeV (orange spike in prolongation of jet
axis). Emiss

T is 507GeV (red arrow).
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Figure B.4: Event selected in the SR of the supersymmetry with taus analysis. The
pmathrmT of the leading and sub-leading jets are 386GeV (red) and 188GeV (green)
respectively. The selected tau pT is 266GeV (orange spike in prolongation of jet
axis). Emiss

T is 300GeV (red arrow).
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Abstract

Measurements are presented from proton-proton collisionsat centre-of-mass energies
of
√

s = 0.9, 2.36 and 7 TeV recorded with the ATLAS detector at the LHC. Events were
collected using a single-arm minimum-bias trigger. The charged-particle multiplicity, its
dependence on transverse momentum and pseudorapidity and the relationship between the
mean transverse momentum and charged-particle multiplicity are measured. Measurements
in different regions of phase-space are shown, providing diffraction-reduced measurements
as well as more inclusive ones. The observed distributions are corrected to well-defined
phase-space regions, using model-independent corrections. The results are compared to
each other and to various Monte Carlo models, including a newAMBT1 pythia6 tune. In
all the kinematic regions considered, the particle multiplicities are higher than predicted by
the Monte Carlo models. The central charged-particle multiplicity per event and unit of
pseudorapidity, for tracks withpT > 100 MeV, is measured to be 3.483± 0.009 (stat)±
0.106 (syst) at

√
s= 0.9 TeV and 5.630± 0.003 (stat)± 0.169 (syst) at

√
s= 7 TeV.



Contents

1 Introduction 3

2 The ATLAS Detector 3

3 Monte Carlo Simulation 4
3.1 Diffractive Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
3.2 PYTHIA 6 ATLAS Minimum Bias Tune 1 . . . . . . . . . . . . . . . . . . . .. . . . . 6

4 Data Selection 8
4.1 Different Phase-Space Regions Considered . . . . . . . . . . . . . . . . . .. . . . . . 8
4.2 Event Selection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 8
4.3 Track Reconstruction Algorithms . . . . . . . . . . . . . . . . . . .. . . . . . . . . . . 9

4.3.1 Algorithms for 0.9 and 7 TeV . . . . . . . . . . . . . . . . . . . . . . .. . . . 9
4.3.2 Track Reconstruction Algorithms at 2.36 TeV . . . . . . . .. . . . . . . . . . . 11

5 Background Contribution 11
5.1 Event Backgrounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .. . . . . 11
5.2 Backgrounds to Primary Tracks . . . . . . . . . . . . . . . . . . . . . .. . . . . . . . 12

6 Selection Efficiency 13
6.1 Trigger Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
6.2 Vertex Reconstruction Efficiency . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
6.3 Track Reconstruction Efficiency for the 0.9 and 7 TeV Data Samples . . . . . . . . . . . 15
6.4 Track-Reconstruction Efficiency for the 2.36 TeV Data Sample . . . . . . . . . . . . . . 18

7 Correction Procedure 20
7.1 Correction todNev

dnch
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

7.2 Corrections toNev . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
7.3 Corrections to1

pT
· dNch

dpT
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

7.4 MeanpT versusnch . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
7.5 Correction for Different Minimumnch Requirements . . . . . . . . . . . . . . . . . . . 24
7.6 Extrapolation topT = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

8 Total Systematic Uncertainties 26

9 Results and Discussion 26
9.1 Charged-Particle Multiplicities as a Function of the Pseudorapidity . . . . . . . . . . . . 26
9.2 Charged-Particle Multiplicities as a Function of the Transverse Momentum . . . . . . . 26
9.3 Charged-Particle Multiplicity Distribution . . . . . . . .. . . . . . . . . . . . . . . . . 27
9.4 Average Transverse Momentum as a Function of the Number of Charged Particles . . . . 27
9.5 dnch/dη atη = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
9.6 Extrapolation topT = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

10 Conclusions 28

11 Acknowledgements 29

A Distributions Used in AMBT1 Tuning 43

1



B Additional Phase-Space Regions 45

2



1 Introduction

Inclusive charged-particle distributions have been previously measured inppandpp̄ collisions at a range
of different centre-of-mass energies [1–17]. These measurementsprovide insight into the strong interac-
tions at low energy-scales. Several QCD-inspired models have been developed to interpret them. These
models are frequently cast into Monte Carlo simulations with free parameters that can be constrained by
measurements such as minimum bias distributions. These measurements contribute to the understand-
ing of soft QCD; moreover, they are important to determination of biases on high-pT phenomena due
to underlying events and event pileup effects and are therefore of growing importance for future LHC
physics. The measurements presented in this paper implement a similar strategy to that in [1]. A single-
arm trigger overlapping with the acceptance of the trackingvolume is used. Results are presented as
inclusive-inelastic distributions, with minimal model-dependence; a minimum number of charged parti-
cles within well-definedpT andη selection are required.

This paper reports on measurements of primary charged-particle multiplicity distributions using the
first ∼190µb−1 of data recorded by the ATLAS experiment at 7 TeV and∼7 µb−1 at 0.9 TeV. At

√
s =

0.9 TeV the sample is similar to that used for the first ATLAS minimum-bias publication [1]. Results
are also presented at

√
s = 2.36 TeV where the track reconstruction setup differs significantly from that

at the other energies, due to the Silicon Tracker (SCT) not being at nominal voltage. The integrated
luminosity at this energy is estimated to be∼0.1µb−1.

The following distributions are measured in this paper:

1
Nev
· dNch

dη
,

1
Nev
· 1

2πpT
· d2Nch

dηdpT
,

1
Nev
· dNev

dnch
and 〈pT〉 vs. nch,

where pT is the charged particle momentum component transverse to the beam direction1, η is the
pseudorapidity of the particle,nch is the number of charged particles in an event,Nev is the number
of events with a minimum number of charged particles within the selected kinematic range,Nch is the
total number of charged particles in the data sample and〈pT〉 is the averagepT for a given number
of charged particles2. Primary charged particles are defined as charged particleswith a mean lifetime
τ > 0.3 · 10−10 s either directly produced inpp interactions or from subsequent decays of particles with
a shorter lifetime.

The charged-particle multiplicity results are compared toparticle level Monte Carlo (MC) predic-
tions. Three different phase-space regions are considered in this paper, with varying selection both on
the pT and the number of charged particles per event; all phase-space regions require tracks within
|η| < 2.5. Diffractive physics is expected to contribute mostly at low numbers of charged particles and
at low track momentum. Therefore varying the selection onnch andpT in effect varies the relative con-
tribution from diffractive events. Appendix B shows the results for two additional phase-space regions
useful for Monte Carlo tuning. This measurement, with refined corrections and systematic uncertainty
determination supersedes the results presented in [1].

2 The ATLAS Detector

The ATLAS detector [18] at the Large Hadron Collider (LHC) [19] covers almost the whole solid angle
around the collision point with layers of tracking detectors, calorimeters and muon chambers. It has been

1The ATLAS reference system is a Cartesian right-handed co-ordinate system, with the nominal collision point at the origin.
The anti-clockwise beam direction defines the positivez-axis, while the positivex-axis is defined as pointing from the collision
point to the centre of the LHC ring and the positivey-axis points upwards. The azimuthal angleφ is measured around the beam
axis and the polar angleθ is measured with respect to thez-axis. The pseudorapidity is defined asη = − ln tan(θ/2).

2The factor 2πpT in the pT spectrum comes from the Lorentz invariant definition of the cross section in terms ofd3p. Our
results could thus be interpreted as the massless approximation tod3p.
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designed to study a wide range of physics topics at LHC energies. For the measurements presented in
this paper, the tracking devices and the trigger system are of particular importance.

The ATLAS Inner Detector (ID) has full coverage inφ and covers the pseudorapidity range|η| < 2.5.
It consists of a silicon pixel detector (Pixel), a silicon microstrip detector (SCT) and a transition radia-
tion tracker (TRT). These detectors cover a sensitive radial distance from the interaction point of 50.5–
150 mm, 299–560 mm and 563–1066 mm, respectively, and are immersed in a 2 T axial magnetic field.
The inner-detector barrel (end-cap) parts consist of 3 (2×3) Pixel layers, 4 (2×9) double-layers of single-
sided silicon microstrips with a 40 mrad stereo angle, and 73(2×160) layers of TRT straws. Typical
position resolutions are 10, 17 and 130µm for theR-φ co-ordinate and, in case of the Pixel and SCT,
115 and 580µm for the second measured co-ordinate. A track from a chargedparticle traversing the
barrel detector would typically have 11 silicon hits3(3 pixel clusters and 8 strip clusters) and more than
30 straw hits.

For the runs at
√

s= 2.36 TeV, stable beams were not declared by the LHC; the high voltage on the
SCT detector was thus not turned up to its nominal operating voltage but was left in standby mode. The
Pixel detector was at nominal conditions for these runs. Thehit efficiency in the SCT is thus significantly
lower and special track reconstruction algorithms are needed; the single hit efficiency at nominal voltage
in the SCT barrel is above 99.7% [20], while in standby it drops to∼ 60% for tracks perpendicular to the
silicon surface.

The ATLAS detector has a three-level trigger system: Level 1(L1), Level 2 (L2) and Event Fil-
ter (EF). For this measurement, the trigger relies on the L1 signals from the Beam Pickup Timing de-
vices (BPTX) and the Minimum Bias Trigger Scintillators (MBTS). The BPTX stations are composed
of electrostatic button pick-up detectors attached to the beam pipe at±175 m from the centre of the
ATLAS detector. The coincidence of the BPTX signal between the two sides of the detector is used to
determine when bunches are colliding in the centre of the ATLAS detector. The MBTS are mounted at
each end of the detector in front of the liquid-argon end-capcalorimeter cryostats atz = ±3.56 m. They
are segmented into eight sectors in azimuth and two rings in pseudorapidity (2.09 < |η| < 2.82 and
2.82 < |η| < 3.84). Data were collected for this analysis using a trigger requiring a BPTX coincidence
and MBTS trigger signals. The MBTS trigger used for this paper is configured to require one hit above
threshold from either side of the detector, referred to as a single-arm trigger. The efficiency of this trig-
ger is studied with a separate prescaled L1 BPTX trigger, filtered to obtain inelastic interactions by Inner
Detector requirements at L2 and EF, the latter only for the 900 GeV data.

3 Monte Carlo Simulation

Inclusive minimum bias data are modelled using three components in thepythia6 [21] Monte Carlo
(MC) event generator: non-diffractive (ND), single- (SD) and double-diffractive (DD). Non-diffractive
processes are modelled from two-to-two processes as described in this section. Diffractive process mod-
elling is described in Sec. 3.1.

Low-pT scattering processes may be described by lowest-order perturbative Quantum Chromody-
namics (QCD) two-to-two parton scatters, where the divergence of the cross section atpT = 0 is regulated
by phenomenological models. Thepythia6 MC event generator implements several of these models. The
parameters of these models have been tuned to describe charged-hadron production and the underlying
event inppandpp̄ data at centre-of-mass energies between 200 GeV and 1.96 TeV.

Samples of MC events were produced for single-diffractive, double-diffractive and non-diffractive
processes using thepythia6 generator4. The ATLAS MC09 pythia tune [22] uses a specific set of

3A hit is a measurement point assigned to a track.
4pythia version 6.4.21
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optimised parameters; it employs the MRST LO* parton density functions (PDFs) [23] and thepT-
ordered parton shower [24]. A tune is a particular configuration or set of values of the parameters of
the particular Monte Carlo model. These parameters were derived by tuning to the underlying event
(UE) and minimum-bias data from the Tevatron at 630 GeV to 1.96 TeV. The MC samples generated
with this tune are used to determine detector acceptances and efficiencies and to correct the data. MC
samples were produced at all three centre-of-mass energiesconsidered in this paper. The non-diffractive,
single-diffractive and double-diffractive contributions in the generated samples are mixed according to
the generator cross sections.

All the events are processed through the ATLAS detector simulation program [25], which is based
on geant4 [26]. They are then reconstructed and analysed by the same program chain used for the
data. Particular attention was devoted to the description in the simulation of the size and position of
the collision beam spot and of the detailed detector conditions during data taking. The MC09pythia6
samples are used to derive the detector corrections for these measurements. The MC samples at 2.36 TeV
were generated assuming nominal detector conditions.

For the purpose of comparing the present measurements to different phenomenological models de-
scribing minimum-bias events, the following additional particle level MC samples were generated:

• the new ATLAS Minimum Bias Tune 1 (AMBT1)pythia6 tune described in Sec. 3.2;

• the DW [27]pythia6 tune, which uses virtuality-ordered showers and was derived to describe the
CDF Run II underlying event and Drell-Yan data;

• the pythia8 generator5 [28], in which the diffraction model produces much harderpT and nch

spectra for the single- and double-diffractive contributions thanpythia6. The default parton shower
model is similar to the one used inpythia6 MC09;

• the phojet generator6 [29], which is used as an alternative model topythia-based generators.
phojet relies onpythia6 7for the fragmentation of partons.

3.1 Diffractive Models

pythia6, pythia8 andphojet model the diffractive components very differently. Here we mostly describe
the model implemented inpythia6. Thepythia6 diffraction is based on a Regge-based pomeron model
to generate the cross-section and generate the diffractive mass and momentum transfer [30,31]. To allow
the Regge model to cover the full phase-space, empirical corrections are introduced [21]. These have
the effect of enhancing the production of small masses and suppressing production near the kinematic
limit. Particle production from low mass states (MX < 1 GeV) is treated as an isotropic two body decay.
Particle production from high mass states is based on the string model. Two string configurations are
possible depending on whether the pomeron couples to a quarkor gluon [21].

The pythia8 model uses the same model aspythia6 to generate the cross-section and generate the
diffractive mass and momentum transfer. The particle production for low mass states uses the string
model but for higher masses (MX > 10 GeV) a perturbative element based on pomeron-proton scattering
is introduced. The non-perturbative string model introduces a mass dependence on the relative probabil-
ity of the pomeron scattering off a quark to scattering off a gluon, which enhances the gluon probability
at high masses. The perturbative pomeron-proton scattering uses HERA diffractive PDFs [32] and the
standard multiple interactions framework is used to generate the parton-parton scattering. The introduc-
tion of the perturbative pomeron-proton scattering results in a harderpT and multiplicity spectrum for

5pythia version 8.130
6phojet version 1.12.1.35
7pythia version 6.1.15
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diffractive events generated withpythia8 compared to those generated withpythia6 [33]. However, it
should be noted that relatively little tuning has been made of the diffractive processes inpythia6 and
pythia8.
phojet is based on the dual parton model. It generates a harderpT and multiplicity spectrum in

diffractive events thanpythia6. The new diffraction model ofpythia8 generates distributions quite similar
to those fromphojet [33].

3.2 PYTHIA 6 ATLAS Minimum Bias Tune 1

Before the start of the LHC, an ATLAS tune topythia6 with MRST LO* PDFs using Tevatron un-
derlying event and minimum bias data was produced, the so-called MC09 tune [22]. The first ATLAS
measurements of charged particle production at the LHC [1] measured the charged particle production
at
√

s= 0.9 TeV in the central region to be 5–15% higher than the Monte Carlo models predict. In addi-
tion, neither the highnch nor the highpT distributions were well described by this tune and the〈pT〉 was
overestimated in events withnch > 20. A new tune, AMBT1, was developed in order to adapt the free
parameters of the non-diffractive models to the new experimental data at

√
s= 0.9 TeV and

√
s= 7 TeV,

using the same PDFs andpythia6 model choices as MC09.
The AMBT1 tune is obtained by tuning to ATLAS minimum bias data at both

√
s = 0.9 TeV and√

s= 7 TeV in a diffraction-reduced phase-space that is presented in this paper: nch ≥ 6, pT > 500 MeV,
|η| < 2.5. The tune was derived using preliminary versions of these distributions [34]. The starting point
for this tune is the ATLAS MC09c [22]pythia6 tune. MC09c is an extension of the ATLAS MC09 tune
where the strength of the colour reconnection (CR) was tunedto describe the〈pT〉 vs. nch distributions
measured by CDF inpp̄ collisions at the Tevatron [7].

Charged particle distributions are sensitive to multi-parton interactions (MPI) and colour reconnec-
tion of the hadronic final state [35]; the MPI are regulated bya low pT cut-off and the matter overlap
distribution of the two protons in which the additional partonic scattering takes place. These are the
main parameters varied for this new tune. Parameters related to final state radiation, hadronisation and
fragmentation are not tuned, as these are constrained by many LEP results. No changes to the diffraction
model are made. The model parameters are adapted in order to best describe these new distributions over
the full range while maintaining consistency with the Tevatron results. For the data MC comparisons
the Rivet 8 [36] package is used; the tuning is done using theprofessor package9 [37, 38]. Table 1
summarizes the parameters varied in this tune; the meaning of the parameters are given below.

MPI Parameters The size of the MPI component in thepythia6 model is regulated by a simple cut-off
parameter for the ˆpT of two-to-two scattering processes. This cut-off parameter is fixed at a reference
energy, which is generally taken as 1.8 TeV. The cut-off at this reference scale is called PARP(82). It
is then rescaled for other centre-of-mass energies using a parameter PARP(90). The rescaling is done
according to the following formula:

pmin
T = PARP(82)

( E
1.8 TeV

)PARP(90)

. (1)

The amount of scattering is described by the matter overlap distribution between the two protons,
which regulates how many central, hard scatterings and how many less central, softer scatterings occur.
This distribution is modelled as a double Gaussian probability density function. The parameter PARP(83)
describes the fraction of matter in the narrower of the two Gaussian functions. The size of this narrower
Gaussian is given as a fraction PARP(84) of the wider, main radius. The optimal value for this parameter

8version 1.2.2a0
9version 1.0.0a0
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was found in a first tuning run. Further variations of the matter fraction in the narrower cone were found
to not have a significant influence on the main distributions used for tuning.

Colour Reconnection Parameters The colour reconnection scenario ofpythia used in MC09c min-
imises the total string length between partons. The probability that a given string piece does not partici-
pate in the CR is given by (1−PARP(78))nMI , wherenMI is the number of multi-parton interactions [21];
the larger the parameter, the smaller the probability of thestring piece not participating. In addition to this
parameter, an additional parameter PARP(77) is present inpythia; it is used to describe a suppression fac-
tor for the CR of fast moving string pieces. The suppression factor is given by 1/(1+PARP(77)2 · p2

avg),
wherep2

avg is a measure of the average squared momentum that hadrons produced by the string piece
would have.

Additional Parameters Investigated In an initial study, the cut-off parameter for initial state radiation
(PARP(62)) and the cut-off for momentum smearing in primordialk⊥ (PARP(93)) were considered. The
optimal values for these parameters were found in a first tuning run, further variation of those parameters
was not found to have a significant influence on the main distributions used for tuning.

Distributions Used The tune described in this paper focuses on the ATLAS minimumbias data. It
primarily attempts to improve the description of the highpT and highnch distributions observed. For
the pT spectrum, only particles above 5 GeV are considered. For thench spectrum, only events with
20 or more tracks are used in the tune. For the〈pT〉 vs. nch distribution, only events with ten or more
tracks are considered. The fullη distribution is used. For completeness, the preliminary underlying event
results [39, 40] are included in the plateau region; however, due to the limited statistics, these data have
only very small impact on the tune.

Tevatron data in the energy range of 630 GeV to 1.96 TeV are included in the tune, but with a weight
which is ten times lower than that of the ATLAS data. This weighting allows a check of the consistency
of the resulting tune with the Tevatron data while forcing the ATLAS data to drive the tuning process.
Similar datasets were used for the MC09c tune. The charged particle multiplicity shown in [41] was not
included in the tune as no variation of the tuning parametersconsidered was able to fit both the ATLAS
and the CDF distributions simultaneously. App. A shows a full list of the distributions and the ranges
considered by the tune.

Results The final parameter values resulting from the tune are shown in Table 1.

Parameter Related model MC09c value scanning range AMBT1 value
PARP(90) MPI (energy extrapolation) 0.2487 0.18− 0.28 0.250
PARP(82) MPI (pmin

T ) 2.31 2.1− 2.5 2.292
PARP(84) MPI matter overlap (core size) 0.7 0.0− 1.0 0.651
PARP(83) MPI matter overlap (fraction in core) 0.8 fixed 0.356
PARP(78) CR strength 0.224 0.2− 0.6 0.538
PARP(77) CR suppression 0.0 0.25− 1.15 1.016
PARP(93) Primordialk⊥ 5.0 fixed 10.0
PARP(62) ISR cut-off 1.0 fixed 1.025

Table 1: Comparison of MC09c and AMBT1 parameters. The ranges of the parameter variations scanned
are also given. The parameters declared as ‘fixed’ were fixed to the values obtained after an initial pass
of the tuning.
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4 Data Selection

Events in which the Inner Detector was fully operational andthe solenoid magnet was on are used for
this analysis for both

√
s = 0.9 TeV and

√
s = 7 TeV. During this data-taking period, more than 97%

of the Pixel detector, 99% of the SCT and 98% of the TRT were operational. At
√

s = 2.36 TeV the
requirements are the same, except for the SCT being in standby.

Events were selected from colliding proton bunches in whichthe MBTS trigger recorded one or
more counters above threshold on either side. The maximum instantaneous luminosity is approximately
1.9 × 1027 cm−2 s−1 at 7 TeV. The probability of additional interactions in the same bunch crossing is
estimated to be of the order of 0.1%. In order to perform an inclusive-inelastic measurement, no further
requirements beyond the MBTS trigger are applied.

In order to better understand the track reconstruction performance at
√

s = 2.36 TeV, during which
time the SCT was in standby, additional data at

√
s = 0.9 TeV were taken with the SCT in standby for

part of a run. This enables the derivation of data-driven corrections to the track reconstruction efficiency,
as described in Sec. 6.4.

4.1 Different Phase-Space Regions Considered

Three separate phase-space regions are considered in the main part of this paper with varying contribu-
tions from diffractive events:

• at least one charged particle in the kinematic range|η| < 2.5 andpT > 500 MeV,

• at least two charged particles in the kinematic range|η| < 2.5 andpT > 100 MeV,

• at least six charged particles in the kinematic range|η| < 2.5 andpT > 500 MeV.

The first of these phase-space regions is studied at all threecentre-of-mass energies. This is the
region that allows us to best investigate the evolution of charged-multiplicity distributions as a function
of centre-of-mass energy and thus constrain the MC parameters that dictate the energy extrapolation of
the models. The second measures the most inclusive charged-particle spectra and is also used as the
basis for the model-dependent extrapolation topT = 0; in this phase-space region results at

√
s = 0.9

and 7 TeV are shown. The third phase-space region consideredis similar to the first but with a higher cut
on the number of charged particles, thus reducing the expected contribution from diffractive events in the
sample. These distributions are measured for both 0.9 and 7 TeV. This is the phase-space region which
was used to produce the new AMBT1 tune. At 2.36 TeV only the first phase-space region is measured.
Two additional phase-space regions are presented in App. B.

The relative contribution from diffractive events varies widely between Monte Carlo models and
depends strongly on the phase-space region selection applied. The diffractive contribution is constrained
very little by previous data. Table 2 shows the predicted fractions of simulated events originating from
diffractive processes, as predicted bypythia6, pythia8 andphojet; the values for the different tunes of
pythia6 are found to be similar because the acceptances of the different non-diffractive models do not
change significantly and the diffractive models are identical. The large difference in predictions between
the models is one of the motivations for not making any model-dependent corrections to the experimental
data, as such corrections would vary significantly depending on which MC model is used to derive them.

4.2 Event Selection

To reduce the contribution from background events and non-primary tracks, as well as to minimise the
systematic uncertainties, the events are required to satisfy the following criteria:

8



Phase-Space Region
√

s= 0.9 TeV
√

s= 7 TeV
min nch min pT (MeV) pythia6 pythia8 phojet pythia6 pythia8 phojet

2 100 22% 22% 20% 21% 21% 14%
1 500 16% 21% 19% 17% 21% 14%
6 500 0.4% 5% 8% 0.4% 10% 8%

Table 2: Fraction of simulated events originating from diffractive processes, as predicted bypythia6,
pythia8 andphojet in the three phase-space regions measured in this paper at both

√
s = 0.9 TeV and√

s= 7 TeV. All results are for|η| < 2.5.

• to have triggered the single-arm, single-counter level 1 minimum bias trigger scintillators

• the presence of a primary vertex [42] reconstructed using the beam spot information [43] and at
least two tracks, each with:

– pT > 100 MeV,

– a transverse distance of closest approach with respect to the beam-spot position|dBS
0 | < 4 mm;

• the rejection of events with a second vertex containing fouror more tracks, to remove events with
more than one interaction per bunch crossing;

• a minimum number of tracks, depending on the particular phase-space region, as described in
Sec. 4.3.

4.3 Track Reconstruction Algorithms

Tracks are reconstructed offline within the full acceptance range|η| < 2.5 of the Inner Detector [44, 45].
Track candidates are reconstructed by requiring a minimum number of silicon hits and then extrapolated
to include measurements in the TRT. Due to the SCT being in standby mode at 2.36 TeV, different track
reconstruction algorithms are needed; at 0.9 and 7 TeV, the reconstruction algorithms are collectively
referred to as full tracks. The analysis at

√
s= 2.36 TeV has been performed using two complementary

methods for reconstructing tracks. The first reconstructs tracks using pixel detector information only,
denoted Pixel tracks. The second uses tracks reconstructedfrom the full Inner Detector information,
denoted ID tracks1.

4.3.1 Algorithms for 0.9 and 7 TeV

For the measurements at 0.9 and 7 TeV, two different track reconstruction algorithms are used. The
algorithm used for the previous minimum-bias publication [1] is used with a lowerpT threshold cut at
100 MeV. An additional algorithm configuration is run using only the hits that have not been used by
the first algorithm. This additional algorithm uses wider initial roads and has a looser requirement on
the number of silicon hits. This second algorithm contributes around 60% of the tracks from 100 to
150 MeV, mostly due to the tracks having too low a momentum to go far enough in the SCT detector to
satisfy the silicon hit requirement of the original algorithm; this fraction decreases rapidly, reaching less
than 2% at 200 MeV.

Tracks are required to pass the selection criteria shown in Table 3; the column labelled Full Tracks
refers to the algorithms used at 0.9 and 7 TeV. The transverse, d0, and longitudinal,z0, impact parameters

1In the context of the other analyses, ID tracks are referred to as track for brevity.
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Criteria
√

s= 0.9 and 7 TeV
√

s= 2.36 TeV
Full Tracks ID Tracks Pixel Tracks

pT > 100 or 500 MeV YES YES YES
|η| < 2.5 YES YES YES

layer-0 hit if expected YES YES YES(*)
> 1 Pixel hit YES YES YES

> 2, 4 or 6 SCT hits for tracks (**) YES NO NO
|d0| < 1.5 mm and|z0| · sinθ < 1.5 mm YES YES YES(***)
χ2 probability> 0.01 for pT > 10 GeV YES N/A N/A

Table 3: Selection criteria applied to tracks for the full reconstruction, ID tracks and Pixel tracks. The
transverse momentum cut applied depends on the phase-spaceregion in question. (*) For the Pixel track
method the layer-0 is required even if not expected. (**) TheSCT hit selection are forpT < 200,
200 < pT < 300 or pT > 300 MeV, respectively. (***) For the Pixel track method, thed0 andz0

selection are after the track refitting is performed (see Sec. 4.3.2).

are calculated with respect to the event primary vertex. Thelayer-0 selection requires a hit in the inner-
most layer of the Pixel detector if a hit is expected2. The track-fitχ2 probability 3 cut is applied to
remove tracks with mis-measuredpT due to mis-alignment or nuclear interactions.

These tracks are used to produce the corrected distributions and will be referred to as selected tracks.
The multiplicity of selected tracks within an event is denoted bynsel. The tracks used by the vertex
reconstruction algorithm are very similar to those used forthe analysis; thepT threshold is also 100 MeV.
Due to the requirement that the vertex be made from a minimum of two such tracks and the fact that we do
not wish to correct our measurement outside of the observed phase-space region, the minimum number
of particles per event for the phase-space region withpT > 100 MeV also needs to be set at two. Table 4
shows the total number of selected events and tracks for all phase-space regions considered.

Trigger and vertex reconstruction efficiencies are parameterised as a function ofnBS
sel. nBS

sel is defined
as the number of tracks passing all of the track selection requirements except for the constraints with
respect to the primary vertex; instead, the unsigned transverse impact parameter with respect to the beam
spot,|dBS

0 |, is required to be less than 1.8 mm.

Phase-Space Region
√

s= 0.9 TeV
√

s= 7 TeV
√

s= 2.36 TeV
nch min pT Full Tracks Full Tracks ID Tracks (Pixel Tracks)

(MeV) Events Tracks Events Tracks Events Tracks
2 100 357,523 4,532,663 10,066,072 209,809,430 - -
1 500 334,411 1,854,930 9,619,049 97,224,268 5,929 (5,983) 38,983 (44,788)
6 500 124,782 1,287,898 5,395,381 85,587,104 - -

Table 4: Number of events and tracks in the three phase-spaceregions at each centre-of-mass energy
considered in this paper.

2A hit is expected if the extrapolated track crosses an activeregion of a Pixel module that has not been disabled.
3This probability function is computed as 1− P(ndof/2, χ2/2), whereP(ndof/2, χ2/2) is the incomplete gamma function and

ndof is the number of degrees of freedom of the fit. It represents the probability that an observedχ2 exceeds the observed value
for a correct model.
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4.3.2 Track Reconstruction Algorithms at 2.36 TeV

Operation of the SCT at standby voltage during 2.36 TeV data taking led to reduced SCT hit efficiency.
Consequently, ID tracks are reconstructed at this centre-of-mass energy using looser requirements on
the numbers of hits and holes4 [44, 45]. There are no simulation samples that fully describe the SCT
operating at reduced voltage. A technique to emulate the impact of operating the SCT in standby was
developed in simulation; this corrects the Monte Carlo without re-simulation by modifying the silicon
clusterisation algorithm used to study the tracking performance. However, the final ID track efficiency
at
√

s= 2.36 TeV was determined using a correction to the track reconstruction efficiency derived from
data at

√
s= 0.9 TeV.

Pixel tracks were reconstructed using the standard track reconstruction algorithms limited to Pixel
hits and with different track requirements. There is little redundant information, because at least three
measurement points are needed to obtain a momentum measurement and the average number of Pixel
hits per track is three in the barrel. Therefore the Pixel track reconstruction efficiency is very sensitive
to the location of inactive Pixel modules. The total distance between the first and the last measurement
point in the pixel detector, as well as the limited number of measurement points per track, limit the
momentum resolution of the tracks; therefore the Pixel tracks were refit using the reconstructed primary
vertex as an additional measurement point. The refitting improves the momentum resolution by almost
a factor of two. However, the Pixel track momentum resolution remains a factor of three worse than the
resolution of ID tracks.

The selection criteria used to define good Pixel and ID tracksare shown in Table 3. The total number
of accepted events and tracks at this energy are shown in Table 4. These two track reconstruction methods
have different limitations; the method with the best possible measurement for a given variable is chosen
when producing the final plots. The Pixel track method is usedfor thench andη distributions, while the
ID track method is used for thepT spectrum measurement; the〈pT〉 distribution is not produced for this
energy as neither method is able to describe both the number of particles and theirpT accurately.

5 Background Contribution

5.1 Event Backgrounds

There are three possible sources of background events that can contaminate the selected sample: cosmic
rays, beam-induced background and the presence of another collision inside the same bunch crossing.
The fraction of cosmic ray background events was estimated in [1], where it was found to be smaller
than 10−6. Beam-induced backgrounds are estimated from non-colliding empty bunches using the same
method as described in [1]; after final event selection, fewer than 0.1% of events are predicted to originate
from beam-induced backgrounds. The reconstructed primaryvertex requirement is particularly useful in
suppressing the beam-induced background. The instantaneous luminosity at

√
s= 7 TeV is high enough

that the effect of multiple collisions inside the same bunch crossing cannot be ignored. Events are rejected
if they have a second vertex with four or more tracks5. After this cut, the fraction of events with more
than one interaction in the same bunch crossing is measured to be about 0.1%; the residual effect is thus
neglected. At the lower centre-of-mass energies, the rate of multiple interactions is lower and thus also
neglected.

4A hole is defined as an absence of a hit when it is expected giventhe track trajectory.
5Events with two vertices with fewer than four tracks are dominated by events where a secondary interaction is reconstructed

as another primary vertex and are thus not removed from our data samples.
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5.2 Backgrounds to Primary Tracks

Primary charged-particle multiplicities are measured from selected-track distributions after correcting
for the fraction of non-primary particles in the sample. Non-primary tracks are mostly due to hadronic
interactions, photon conversions and decays of long-livedparticles, as well as a small fraction of fake
tracks. Their contribution is estimated using MC predictions for the shape of thed0 distribution for
primaries, non-primaries from electrons and other non-primaries. The separation between non-primaries
from electrons and non-electrons is needed as the electronsare mostly from conversions in the detector
material and would thus be sensitive to a mis-modeling of thedetector material, whereas the non-electron
non-primary tracks are mostly from long-lived particles and this fraction is thus also sensitive to the
underlying physics. The Gaussian peak of thed0 distribution, shown in Fig. 1 for 100< pT < 150 GeV,
is dominated by the primary tracks and their resolution. Thenon-primary tracks populate the tails. The
dominant contribution to non-primary tracks inside the acceptance cut on|d0| comes from non-electrons.

The primary, electron non-primary and non-electron non-primary d0 distributions are obtained from
MC and used as templates to extract the relative fractions indata. A fit is performed in the side-bands of
the distribution, i.e. outside the range ind0 used for selecting tracks. The fractions of primary, electron
non-primary and non-electron non-primary tracks are all allowed to float with the total number of events
constrained to that of the data. The contribution of non-primaries from electrons within the analysis
acceptance of 1.5 mm is small, while it dominates at high values of |d0|. The requirement on having a
hit on layer-0 suppresses this contribution enough to allowthe fit to be performed down to the lowest
pT region. The fit is performed in bins of 50 MeV inpT from 100 to 500 MeV. A single fit is used
for all tracks withpT > 500 MeV; in this bin the distinction is not made between the two sources of
non-primary tracks. The fraction of non-primary tracks varies from 3.4% for 100< pT < 150 MeV to
1.6% above 500 MeV at

√
s= 7 TeV. Figure 1 shows the observedd0 distribution for the bin 100< pT <

150 MeV compared to the MC predictions after the fit.
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Figure 1: Transverse impact parameter,d0, distribution at
√

s = 7 TeV for primary (blue short dashed)
and non-primary particles after scaling them to the best fit value for 100< pT < 150 MeV. The non-
primary particles are split into electrons (pink long-dashed) and non-electrons (green dot-dashed). The
full red curve shows the non-diffractive (ND) MC prediction for the sum over the three components
which agrees well with the data (black points).

Systematic Uncertainties The full difference between the non-primary fraction in MC and that in data
obtained using the fit is taken as a systematic uncertainty. The largest difference is found to be an increase
of non-primaries in data by 25% relative to the MC forpT > 500 MeV. This conservative estimate is
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taken to be constant as a function ofpT and results in only a small effect, up to 0.9%, on the final
corrected distributions. In order to estimate the effect of the choice of the variable used to obtain the fit,
the fraction of primary and non-primary track contributions are obtained by fitting thez0 distributions.
The difference is measured to be 12% in the first bin, 8% in the last bin and less than 4% in all other
bins; this difference is taken as a source of systematic uncertainty. The estimated number of non-primary
tracks in|d0| < 1.5 mm is found to be stable with respect to a change in the fit range of 1 mm in allpT

bins except the first one (100< pT < 150 MeV), where a 10% difference is observed; this difference is
taken as a systematic uncertainty. The fraction of non-primary tracks is found to be independent ofnsel,
but shows a small dependence onη, taken as a small systematic uncertainty of 0.1%.

The total uncertainty on the fraction of non-primary tracksis taken as the sum in quadrature of
all these effects. The total relative uncertainty on the measured distributions at

√
s = 0.9 TeV and√

s = 7 TeV is 1.0% for the firstpT bin, decreasing to 0.5% above 500 MeV. At
√

s = 2.36 TeV this
uncertainty for the Pixel track method is 0.6%.

6 Selection Efficiency

The data are corrected to obtain inclusive spectra for charged primary particles satisfying the different
phase-space region requirements. These corrections include inefficiencies due to trigger selection, vertex
and track reconstruction. They also account for effects due to the momentum scale and resolution and
for the residual background from non-primary tracks.

In the following sections the methods used to obtain these efficiencies, as well as the systematic
uncertainties associated with them are described. Plots are shown for the phase-space regionnch ≥ 2,
pT > 100 MeV,|η| < 2.5 at

√
s= 7 TeV, but similar conclusions can be drawn at the other energies and

phase-space regions.

6.1 Trigger Efficiency

The trigger efficiency,εtrig, is measured from a data sample selected using a control trigger. The control
trigger used for this analysis selects events from random filled bunch crossings which are then filtered
at L2. At

√
s = 0.9 TeV the L2 filter requires a minimum of seven pixel clusters and seven SCT hits

and the EF requires at least one track withpT > 200 MeV. At
√

s = 7 TeV the L2 requirement is
loosened to four pixel clusters and four SCT hits. No EF requirements are made at this energy. The
vertex requirement for selected tracks is removed for thesetrigger studies, to account for correlations
between the trigger and vertex reconstruction efficiencies. The trigger efficiency is determined by taking
the ratio of events from the control trigger in which the L1 MBTS also accepted the event, over the total
number of events in the control sample. For

√
s = 2.36 TeV there is not sufficient data to measure the

trigger efficiency and thus the
√

s= 0.9 TeV parametrisation is used to correct the 2.36 TeV data.
The trigger efficiency is parametrised as a function ofnBS

sel; it is 97% (99%) in the firstnBS
sel bin and

rapidly increases to nearly 100% fornBS
sel ≥ 2, pT > 100 MeV (nBS

sel ≥ 1, pT > 500 MeV). The trigger
requirement is found to introduce no observable bias in thepT and η distributions of selected tracks
within the statistical uncertainties of the the data recorded with the control trigger. The resulting trigger
efficiency is shown in Fig. 2a for the phase-space region withnBS

sel ≥ 2, pT > 100 MeV at
√

s= 7 TeV.

Systematic Uncertainties Since there is no vertex requirement in the data sample used to measure the
trigger efficiency, it is not possible to make the same impact-parameterselection as is made on the final
selected tracks. In order to study potential effects due to this, the trigger efficiency is measured after
applying the impact-parameter constraints with respect tothe primary vertex if available or with respect
to the beam spot if not. The difference in the efficiency obtained this way and in the nominal way is
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Figure 2: Trigger efficiency (a) and vertex reconstruction efficiency (b) with respect to the event selection,
as a function of the number of reconstructed tracks before the vertex requirement (nBS

sel). The track
reconstruction efficiency as a function ofη (c) andpT (d) is derived from non-diffractive (ND) MC. The
statistical errors are shown as black lines, the total errors as green shaded areas. All distributions are
shown at

√
s= 7 TeV fornch ≥ 2, pT > 100 MeV,|η| < 2.5. For the vertex and trigger efficiencies, the

selection requiresnBS
sel ≥ 2.

14



considered as a systematic uncertainty. This variation provides a conservative estimate of the effect of
beam-induced background and non-primary tracks on the trigger efficiency at low values ofnBS

sel. The
systematic uncertainty arising from possible correlationof the MBTS trigger with the control trigger is
studied using simulation, and the effect of correlations on the trigger efficiency is found to be less than
0.1%. The total systematic uncertainty on the trigger efficiency determination, which also includes the
statistical uncertainty on the control sample, is of the order of 1% in firstnBS

sel bin, decreasing rapidly as
nBS

sel increases.

6.2 Vertex Reconstruction Efficiency

The vertex reconstruction efficiency,εvtx, is determined from data by taking the ratio of triggered events
with a reconstructed vertex to the total number of triggeredevents, after removing the expected contri-
bution from beam background events. The efficiency is measured to be 90-92% in the firstnBS

sel bin for
the different energies and phase-space regions; it rapidly rises to100% at higher track multiplicities. The
vertex reconstruction efficiency at

√
s = 7 TeV for nBS

sel ≥ 2, pT > 100 MeV is shown in Fig. 2b as a
function ofnBS

sel.
The dependence of the vertex reconstruction efficiency on theη and pT of the selected tracks is

studied as well as the dependence on the projection along thebeam-axis of the separation between the
perigees6of the tracks (∆z), for events with more than one track. For all phase-space regions, only the
dominant effect is corrected for as the other effect is always found to be significantly smaller and would
thus not affect the final result.

For the lowerpT threshold selection, a strong dependence is observed as a function of∆z for events
with two tracks; this bias is corrected for in the analysis using two different parametrisations depending
on thepT of the lowestpT track: one for tracks below 200 MeV and one for those above that threshold.
The dependence on the vertex reconstruction efficiency due to theη of the tracks is found to be smaller
than the∆z correction and is neglected for this phase-space region. For the 500 MeVpT threshold
selection, theη dependence is corrected for events withnBS

sel = 1. For events with higher multiplicities
the∆z dependence is found to be very small and is neglected.

Systematic Uncertainties The difference between the vertex reconstruction efficiency measured with
beam background removal and the vertex reconstruction efficiency measured without beam background
removal is assigned as the systematic uncertainty on the vertex reconstruction efficiency. For determi-
nation of this difference, the contribution of beam-related backgrounds is estimated using non-colliding
bunches, as in [1]. The highest rate of beam-related background is found in the phase-space region with
pT > 100 MeV at 900 GeV, where it is 0.8% without vertex selection and 0.2% with vertex selec-
tion, although it is found to decrease rapidly at higher multiplicities. (This beam-related background
contribution is larger than that given if Sec. 5 where a reconstructed primary vertex was required.) The
total uncertainty due to the vertex reconstruction efficiency is significantly below 1% for all phase-space
regions at all energies. Fig 2b shows the total error for the phase-space region withpT > 100 MeV at√

s= 7 TeV.

6.3 Track Reconstruction Efficiency for the 0.9 and 7 TeV Data Samples

The track reconstruction efficiency, εtrk, determined from MC, is parametrised in bins ofpT and η.
The excellent agreement between data and MC of basic track quantities for tracks above 500 MeV was
previously demonstrated [1]. Figure 3 highlights the agreement for tracks in the additional range covered
in this paper, 100< pT < 500 MeV.

6The perigee of a track is here the point of closest approach ofthe track and the coordinate origin (0,0,0).
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Figure 3: Comparison between data and simulation at
√

s= 7 TeV for tracks with transverse momentum
between 100 and 500 MeV: the average number of silicon hits onreconstructed track as a function of
η in the SCT (a) and Pixel (b) detectors, the transverse impactparameter (c) and longitudinal impact
parameter multiplied by sinθ (d). The inserts for the impact parameter plots show the log-scale plots.
The pT distribution of the tracks in non-diffractive (ND) MC is re-weighted to match the data and the
number of events is scaled to the data.

The track reconstruction efficiency is defined as:

εtrk(pT, η) =
Nmatched

rec (pT, η)
Ngen(pT, η)

,

wherepT andη are generated particle properties,Nmatched
rec (pT, η) is the number of reconstructed tracks

matched to a generated charged particle andNgen(pT, η) is the number of generated charged particles
in that bin. The matching between a generated particle and a reconstructed track uses a cone-matching
algorithm in theη–φ plane, associating the particle to the track with the smallest∆R =

√
(∆φ)2 + (∆η)2

within a cone of radius 0.15. In addition, the particle trajectory must be compatible with the position of
one of the pixel hits of the track. The larger cone size than in[1] is needed to account for the degraded
resolution at lower trackpT.

The resulting reconstruction efficiency as a function ofη integrated overpT is shown in Fig. 2c at√
s= 7 TeV for the phase-space region with the lowestpT threshold. The track reconstruction efficiency

is lower in the region|η| > 1 due to particles passing through more material in that region. Figure 2d
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shows the efficiency as a function ofpT integrated overη. The initial rise withpT is due to the requirement
on the minimum number of silicon hits required in the analysis, which indirectly constrains the tracks to
pass through a minimum number of detector layers and thus have a minimumpT.

Systematic Uncertainties As the track reconstruction efficiency is determined from MC, the main
systematic uncertainties result from the level of agreement between data and MC. The overwhelming
majority of particles in the selected events are hadrons. These are known to suffer from hadronic interac-
tions with the material in the detector. Thus a good description of the material in the detector is needed to
get a good description of the track reconstruction efficiency. To quantify the influence of an imperfect de-
scription of the detector description, in particular the material in the simulation, two different data-driven
methods are used. The first reconstructs the invariant mass of K0

s mesons decaying to two charged pions;
the second compares the track lengths in data and simulation. The K0

s mass method studies the mass
as a function of the decay radius of the meson; it has greatestsensitivity to small radii, while the track
length study probes the material description in the simulation in terms of nuclear interaction length (λ)
in the SCT detector. The combination of both methods provides good sensitivity throughout the silicon
detectors. They allow us to constrain the material to betterthan 10% in the central barrel region and
better than 30% at the highest|η| measured. The material uncertainty is the largest uncertainty in almost
all regions of all distributions plotted in this paper. In the barrel region, the total uncertainty due to the
material is 8% at lowpT, going down to 2% above 500 MeV. The uncertainty increases with increasing
|η|; the largest uncertainties are in the region 2.3 < |η| < 2.5: 15% in the firstpT bin decreasing to 7%
above 500 MeV.

The track-fitχ2 probability cut has been found to offer powerful discrimination against tracks with
mis-measured momenta. These are mostly very low momentum particles that are reconstructed with
much higher momentum due to mis-alignment or nuclear interactions 7. Mis-measured tracks are seen
predominantly at the edges of theη acceptance where the distance between consecutive measurement
points of the outer layer of the Pixel and the first layer of theSCT can reach up to∼ 1 m. The fraction of
mis-measured tracks is observed to be significantly more in data than in Monte Carlo even after this cut is
applied. Two different methods are used to estimate the fraction of mis-measured tracks in data. The first
compares the momentum obtained from the tracks reconstructed using only the SCT hit information with
that obtained for fully reconstructed tracks. After normalising the number of well-measured tracks in MC
to data, the scaling of the MC high-pT tails needed to model the data is obtained. The second method
uses the difference between data and MC seen in the tails of thed0 distributions at highpT because mis-
measured tracks tend to have poorly reconstructedd0. Again a scaling factor is obtained to scale the MC
tails in order to describe the data. These two methods give very similar results. Both methods are used
to obtain the systematic uncertainty for all but the outer-most regions inη where the effect is the most
significant. In this region an additional method is used thatcompares theη distributions, normalised
in the central region, in bins ofpT. The variation withpT of theη distribution due to physics is small
compared to the differences observed due to mis-measured tracks. The additional tracks at high|η|, high
pT are considered to be due to mis-measured tracks and the fraction of mis-measured tracks in data is
obtained. This third method gives the systematic uncertainty for the outer-mostη bins. Averaged over
the wholeη region, the fraction of mis-measured tracks in data is foundto be negligible forpT < 10 GeV,
3% for 10< pT < 15 GeV and increases to 30% for 30< pT < 50 GeV. An additional systematic on
the track reconstruction efficiency of 10% is taken for all tracks withpT > 10 GeV due to different
efficiencies of theχ2 probability cut in data and MC. All systematic uncertainties on the mis-measured
high-pT tracks are taken as single-sided errors.

Studies usingZ → µµ events show that the resolution in data is about 10% worse than the nominal
MC resolution above 10 GeV. The impact of a 10% Gaussian smearing of the reconstructed trackpT in

7 Note that the momentum spectrum falls by many orders of magnitude in the measured range.
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Systematic Uncertainty Size Region
Material ±2− 15% decreases withpT, increases with|η|
χ2 prob. cut ±10% flat, only for pT > 10 GeV

Resolution
±5% 100< pT < 150 MeV

negligible 0.15< pT < 10 GeV
−7% pT > 10 GeV

Track Selection ±1% flat in pT andη
Truth Matching ±1% only for

√
s= 2.36 TeV Pixel Tracks

Efficiency correction factor ±4% only for
√

s= 2.36 TeV ID Track

Alignment and other highpT -3% to -30%
only for pT > 10 GeV

averaged overη , increases with increasingpT

Table 5: The systematic uncertainties on the track reconstruction efficiency for
√

s = 0.9 TeV,
√

s =
7 TeV and

√
s = 2.36 TeV Pixel Track and ID Track methods. Unless otherwise stated, the systematic

is similar for all energies and phase-space regions. All uncertainties are quoted relative to the track
reconstruction efficiency.

MC is performed and found to have a 7% effect for the binning used in this paper. This effect is taken as
a systematic uncertainty on tracks above 10 GeV. This systematic uncertainty is single-sided and added
linearly with the systematic uncertainty due to the mis-measured high-pT tracks. The effect on tracks
below 10 GeV is found to be negligible.

The pT cut applied at various stages of the pattern recognition inside the track reconstruction algo-
rithm introduces an inefficiency due to the momentum resolution. A different momentum resolution or a
bias in the momentum estimation in data compared to MC can result in a change in the migration out of
the first bin inpT (100< pT < 150 MeV) and thus a gain or loss of observed tracks. The default migra-
tion correction is derived using the resolution in Monte Carlo. The trackpT resolution at the seed finding
stage in Monte Carlo is increased by a very conservative 10 MeV, making thepT resolution effectively
15 MeV instead of 10 MeV. The effect of this shift on the track reconstruction efficiency in the firstpT

bin is found to be about 5%; this difference is assigned as a systematic uncertainty.
A detailed comparison of track properties in data and simulation is performed by varying the track

selection criteria. The largest deviations between data and MC are observed at highη and are found to
be∼ 1%. For simplicity, a constant 1% uncertainty is assigned over the whole range.

A summary of the track reconstruction systematic uncertainties is shown in Table 5. The total un-
certainty due to the track reconstruction efficiency determination is obtained by adding all effects in
quadrature except for tracks above 10 GeV where the resolution and mis-measured track effects are
added linearly; asymmetric errors are considered for theseeffects.

6.4 Track-Reconstruction Efficiency for the 2.36 TeV Data Sample

Both the Pixel track and the ID track methods apply a data-driven correction to the primary track recon-
struction efficiency,εMC

ε(x) = εMC(x) · εcorr(η), (2)

whereεMC is derived from nominal simulation at
√

s= 2.36 TeV. Herex is either bothpT andη for the
ID track or onlyη for the Pixel track method, as those are the parameters that the correction factors were
found to depend on.

The correction,εcorr, is derived from the reference dataset taken at
√

s = 0.9 TeV where the high
voltage on the SCT was lowered for part of the run.
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For the Pixel track method,εcorr is the ratio of the relative Pixel track reconstruction efficiency,εrel,
in data to simulation. The relative Pixel track efficiency is the efficiency to reconstruct a Pixel track if a
track has been reconstructed using hits in the SCT and TRT detectors only.

εcorr(η) =
εData

rel (η)

εMC
rel (η)

(3)

Figure 4a shows the relative Pixel track efficiency in data and simulation. The ratio of the two
distributions, shown in the insert, is used to correct the track reconstruction efficiency for the Pixel track
method at

√
s= 2.36 TeV.

For the ID track method the efficiency derived from simulation with nominal conditions is corrected
by εcorr to account for the lower SCT efficiency in standby mode. Figure 4b shows the distribution of
the number of reconstructed tracks in data in both SCT configurations at

√
s = 0.9 TeV normalised to

the same number of events satisfying the trigger requirement. The ratio of the number of reconstructed
tracks with the SCT in standby,Nsb

tr , to the number of reconstructed tracks with the SCT at nominal,
Nnom

tr , shown in the inset, is used to correct the track reconstruction efficiency for the ID track method at√
s= 2.36 TeV:

εcorr(η) =
Nsb

tr (η)

Nnom
tr (η)

. (4)
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Figure 4: Relative efficiency of Pixel tracks in data and non-diffractive (ND) MC simulation at
√

s =
0.9 TeV (a). Both Pixel track distributions are re-weighted tohave the same beam spot distribution as
the
√

s = 2.36 TeV data. The number of reconstructed ID tracks in data at
√

s = 0.9 TeV as a function
of η with the SCT in nominal and standby (b). The ID track distributions are normalised to the number
of events passing the trigger requirement.

Systematic Uncertainties Most systematic uncertainties on the ID track reconstruction efficiency are
similar to the full tracking at other energies. The major additional systematic uncertainty is due to the
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efficiency correction factor for the SCT configuration. The uncertainty due to the statistical limitations
of the reference dataset is 2%. An additional 3% uncertaintyaccounts for the extrapolation from

√
s =

0.9 TeV to
√

s = 2.36 TeV, which was estimated by comparing the distributions of the number of ID
tracks between

√
s = 0.9 TeV and

√
s = 2.36 TeV. The total uncertainty on the efficiency correction

factor adds those two effects in quadrature to obtain a total uncertainty of 4%.
The material uncertainty is estimated using a similar method as for the other energies; the absolute

uncertainty is found to be 2% (3%) for the Pixel (ID) track reconstruction efficiency. The uncertainty
is larger for ID tracks, because such tracks are sensitive tothe material throughout the whole silicon
detector. The uncertainty due to the momentum resolution isnegligible because the phase-space cuts are
sufficiently far from the track algorithm cuts.

There is an additional 1% uncertainty on the Pixel track method due to the matching procedure. The
relative Pixel track reconstruction efficiency differs from the primary efficiency due to material effects and
contributions from non-primary tracks. There is an additional discrepancy of 4% in for 2.4 < |η| < 2.5
that is assigned as a systematic uncertainty for those bins.At centralη the total uncertainty on the Pixel
(ID) track reconstruction efficiency is estimated to be 3.4% (6%). Table 5 shows the track reconstruction
systematics at

√
s= 2.36 TeV and the differences with respect to the uncertainties at other centre-of-mass

energies are indicated.

7 Correction Procedure

The effect of events lost due to the trigger and vertex requirementsis corrected using an event-by-event
weight:

wev(n
BS
sel) =

1

εtrig(nBS
sel)
· 1

εvtx(nBS
sel, x)

,

wherex is either the∆z between tracks or theη of the tracks, as described in Sec. 6.2.
The pT andη distributions of selected tracks are corrected for using a track-by-track weight:

wtrk(pT, η) =
1

εtrk(pT, η)
· (1− fnonp(pT)) · (1− fokr(pT, η)),

where fnonp is the fraction of non-primary tracks determined as described in Sec. 5.
The fraction of selected tracks passing the kinematic selection for which the corresponding primary

particle is outside the kinematic range,fokr(pT, η), originates from resolution effects and has been esti-
mated from MC. The uncertainty onfokr is mostly due to the resolution difference between data and MC.
This uncertainty is negligible for all cases except at

√
s = 2.36 TeV for the Pixel track method where

the uncertainty is estimated to be 1%, due to the poor momentum resolution of the Pixel tracks. No
additional corrections are needed for theη distribution; the additional corrections needed for the other
distributions are described in the following sections.

For all distributions in all phase-space regions considered, closure tests are carried out. These are
tests carried out on MC where the reconstructed samples are corrected according to the same procedure
as used on the data; the resulting difference between the corrected distribution and the known particle
level distribution is defined as the amount of non-closure; if the correction procedure were perfect, the
non-closure would be zero. For this analysis, closure testsare carried out on all distributions in all
phases-space regions and unless explicitly mentioned in the text the level of non-closure is less than 1%.

7.1 Correction to dNev
dnch

First, the observednsel distribution is corrected for the trigger and vertex reconstruction efficiencies.
Then, an event-level correction is applied using Bayesian unfolding [46] to correct the observed track
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multiplicity to the distribution of the number of primary charged particles, as follows. An unfolding
matrix, Mch,sel, is defined that expresses the probability that a given selected track multiplicity, after all
other event-level corrections are applied,nsel, is due tonch primary particles. This matrix is normalised
such that the number of events does not change except for the rare cases wherensel > nch andnch is
below our acceptance selection. This matrix is populated from MC09 MC and applied to data to obtain
the observednch distribution. The resulting distribution is then used to re-populate the matrix and the
correction is re-applied. This procedure is repeated without a regularisation term and converges after
four iterations in data; convergence is defined as the first iteration in which theχ2 difference between the
result of the unfolding and the input distribution for that iteration is less than the number of bins used in
the unfolding.

After thensel distribution has been unfolded, the resulting charged particle multiplicity distribution
is corrected for events migrating out of the selected kinematic range (nch ≥ X), which the matrix does
not account for. This is achieved by adding an additional term to the correction. The correction terms for
the phase-space regions withnch ≥ 2 is

1/(1− (1− εtrk)nch − nch · εtrk · (1− εtrk)(nch−1)) (5)

whereεtrk is the mean effective track reconstruction efficiency for a givennch bin. Corresponding terms
are used for the other phase-space regions. This track reconstruction efficiency can in principle be differ-
ent for eachnch bin, but the difference is found to be small and thus the mean effective track reconstruction
efficiency for lowestnch bin is used.

Systematic Uncertainties The systematic uncertainties on the unfolding procedure are obtained by
modifying the input distributions as described below, applying the unfolding procedure and comparing
the output to that obtained when using the nominal input; thematrix and the correction factors are not
modified.

There are two sources of systematic uncertainties considered. One of them is due to the track re-
construction efficiency uncertainties while the second one accounts for the differentpT spectrum recon-
structed in data and MC. The first source of uncertainty is estimated by starting from the observednsel

spectrum in data; tracks are randomly removed from the distribution according to the meanpT andη of
the tracks for each value ofnsel and the uncertainty on the track reconstruction efficiency for thosepT and
η values. A new input distribution is obtained, put through the unfolding procedure and the difference
with respect to the nominalnch distribution is taken as a systematic uncertainty. The uncertainty is then
symmetrised. The uncertainty onnch due to the uncertainty on the track reconstruction efficiency is found
to be∼ 3% to∼ 25% at

√
s= 7 TeV in the most inclusive phase-space region,nch ≥ 2, pT > 100 MeV,

|η| < 2.5.
The other source of uncertainty originates from the unfolding method that is carried out in a single

dimension at a time, in this casench. There is some dependency on thepT spectrum of the MC sample
used to populate the matrix, due to the strong dependence of the track reconstruction efficiency onpT. To
investigate this effect, the average track reconstruction efficiency derived using thepT spectrum in data
and that obtained from MC are compared. The difference in these two mean efficiencies is then treated in
the same way as the uncertainty on track reconstruction efficiency, described in the previous paragraph.
This uncertainty is taken as being asymmetric; only the contribution from a shift of the spectrum in the
direction of the data is taken. The mean value is kept as that given by the nominalpT spectrum in MC.
The uncertainty varies with increasingnch from −2% to+40% at

√
s = 7 TeV in the most inclusive

phase-space region.
The only additional systematic uncertainty due to the tuning of the track reconstruction efficiency

is due to the difference between the bias introduced by the vertex correctionin MC and data. The
estimation of this error is done by comparing the∆z0 distribution innBS

sel=2 between data and MC. The
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∆z0 distribution is a very good probe of the correlation betweennsel/nch andnBS
sel as events with highnsel

tend to have small∆z0 values while events withnsel<2 tend to have large∆z0. Very good agreement
is found between data and MC. Re-weighting the∆z0 distribution in MC to match data or applying
the vertex correction extracted from data to the MC closure test leads to a systematic uncertainty of
the order of 0.1% fornch=2 where this effect is most pronounced. As this error is much smaller than
other systematic uncertainties considered, it is neglected. The systematic uncertainty due to track-track
correlation in a single event is small and is neglected everywhere in this analysis.

7.2 Corrections toNev

The total number of events,Nev, used to normalise the final distributions, is defined as the integral of the
nch distributions, after all corrections are applied.

Systematic Uncertainties The systematic uncertainties onNev are obtained in the same way as for the
nch distributions. Only those systematics affecting the events entering or leaving the phase-space region
have an impact onNev. The total uncertainty onNev at

√
s = 7 TeV for the most inclusive phase-space

region is 0.3%, due mostly to the track reconstruction efficiency. At
√

s= 2.36 TeV the total uncertainty
on Nev is 1.4% for the Pixel track and 2.6% for the ID track methods.

7.3 Corrections to 1
pT
· dNch

dpT

The tracks are first corrected for the event level inefficiencies of the trigger and the vertex reconstruction.
Then the tracks are corrected for the track reconstruction inefficiencies, non-primary track contamination
and out of kinematic range factors. Finally, a similar unfolding method to that used on thench distribution
is used to correct the measured trackpT to the primary particle momentum. More bins are used for the
unfolding than are shown in the final distributions; this is necessary in order to avoid amplification of
small data MC differences with successive iterations, causing large fluctuations. For this distribution four
iterations are required before convergence is reached; convergence is defined as for thench distribution.

Systematic Uncertainties In order to estimate the effect on the finalpT distributions of the uncertain-
ties affecting the correction steps prior to the unfolding, the unfolding procedure is re-run on the corrected
pT distribution shifting the distribution used as input to theunfolding procedure by the systematic uncer-
tainties. This newpT distribution is put through the unfolding procedure and thedifference with respect
to the nominal correctedpT spectrum is taken as a systematic uncertainty.

The high-pT systematic uncertainties are obtained using the MC samples. The systematic uncertainty
associated to the mis-measured high-pT tracks is obtained by scaling the number of mis-measured tracks
in MC to match those found in data. This new input distribution is put through the unfolding procedure
and the final difference with respect to the nominal MC is taken as a systematicuncertainty. The system-
atic uncertainty associated to the resolution is obtained by smearing the well-measured tracks, in MC, by
the resolution uncertainty obtained in Sec. 6.3. The effect on the final unfolded distribution is taken as a
systematic uncertainty. Those two high-pT systematics are added linearly. Both cause only single-sided
variations. This combined uncertainty is measured to be from -10% for pT = 10 GeV to -30% for the
last pT bin (30 < pT < 50 GeV) at

√
s= 7 TeV for thench ≥ 2, pT > 100 MeV phase-space region.

The variations for other phase-space regions at this energyare similar. At
√

s= 0.9 TeV this uncertainty
is found to be -20% for all three bins abovepT of 10 GeV.

In order to assess the stability of the results under varyingstarting hypotheses for the MC spectrum
used to fill the matrix, a flat initial prior is used as an input.While convergence is only typically reached
after seven iterations, instead of three for the nominal prior, the final difference in the unfolded spectra is
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small. The difference between the resulting distribution obtained with a flat prior and that obtained with
the MC pT spectrum as a prior is taken as a systematic uncertainty. At

√
s = 7 TeV this uncertainty is

less than 2% for nearly all pT bins, with the exception of a couple of bins around changes in bin width,
where the effect is 3-5%. At

√
s = 0.9 TeV, due to more limited statistics in the MC, the largest change

seen is 7% with a few others around 3-4%.

7.4 MeanpT versusnch

The correction procedure for the〈pT〉 vs. nch distribution is designed to correct separately two compo-
nents:

∑
i pT(i) vs. nch and

∑
i 1 vs. nch and take the ratio only after all corrections are applied. The sum

is over all tracks and all events; the first sum is the totalpT of all tracks in that bin innch; the second
sum represents the total number of tracks in that bin. The sums will be referred to as the numerator and
denominator, respectively. Each of these distributions,

∑
i pT(i) and

∑
i 1, is corrected in two steps.

First the two distributions as a function ofnsel are corrected on a track-by-track basis by applying the
appropriate track weights; this track-by-track correction is applied to the data distribution and thus no
longer relies on thepT spectrum of the MC. Second, the matrix obtained after the final iteration of the
nch unfolding described in Sec. 7.1 is applied to each of the distributions to unfoldnsel to nch. Finally, the
ratio of the two distributions is taken to obtain the corrected〈pT〉 vs. nch distribution. For this distribution
we exclude tracks withpT >

√
s/2 as they are clearly un-physical; this removes 1 track at

√
s= 0.9 TeV

and 1 track at
√

s= 7 TeV.
This unfolding procedure assumes that the tracking efficiency depends only onpT and η and is

independent of the track particle multiplicity, and that the pT spectrum of the tracks in events that migrate
back from a givennsel bin to a givennch bin is the same as thepT spectrum of tracks in events in the
correspondingnsel bin. The fact that these assumptions are not completely valid is taken as a systematic
uncertainty. This uncertainty is obtained by looking at thenon-closure of the corrected distribution in
the MC. This residual non-closure is, we believe, a consequence of the two main assumptions. A full
parametrisation of the track reconstruction efficiency in terms ofpT, η andnch would remove the need for
the first assumption, while a full two-dimensional unfolding as a single step where the two dimensions
werepT andnch would remove the need for the second. Both of these are beyondthe scope of the current
paper. In order to understand if the amount of non-closure isa realistic estimate of the uncertainty on
the method when applied to data, in particular to investigate its dependence on thepT spectrum, the
whole unfolding procedure is carried out usingpythia6 DW tune samples and thepythia8 samples; we
varied both the input distribution and the matrix used to do the unfolding. The level of non-closure is
found to be similar to that obtained with the MC09pythia6 samples. We thus conclude that the level of
non-closure is not strongly dependent on thepT spectrum. This allows us to use the residual non-closure
as a systematic uncertainty on the unfolding method as described in the next section.

Systematic and Statistical Uncertainties For the calculation of the statistical uncertainty, the full
correlation between the tracks inside the same event was notcomputed. The statistical uncertainty in the
numerator and denominator are computed separately then added in quadrature after taking the ratio. This
is found to be a conservative estimate of the uncertainty.

Systematic uncertainties considered for the〈pT〉 vs. nch distribution are either due to assumptions
made during the correction procedure or to uncertainties onquantities taken from the MC and used during
the correction procedure.

The first category refers to the assumptions on the method, the effects of which are visible in the
closure test. To account for these imperfections, we apply asystematic uncertainty of 2%, which covers
the non-closure in MC, except for the highestnch bin and the first fewnch bins in some of the phase-
space regions. For these cases a larger systematic uncertainty is applied to cover the non-closure. For the
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analyses withpT > 500 MeV, where the size of a non-closure is larger, a 3% systematic error is applied
in the nch=1 bin. This systematic uncertainty also covers the difference in the non-closure between
samples created using MC09 (default) and those with DW tune of pythia6 andpythia8. In the correction
procedure we use the approximation thatnsel= nBS

sel. The effect of such an approximation is studied on
simulation and found to be negligible with respect to the other sources of uncertainty.

The second category comprises uncertainties on the track correction weightswev(nBS
sel) andwtrk(pT, η)

and on the migration probabilities obtained from the unfolding matrix. The dominant systematic uncer-
tainties that affects both the track corrections weights and the migration probabilities are the same as
those affecting thench distribution unfolding: the uncertainty on the track reconstruction efficiency and
the effect of the difference in thepT spectra between data and MC. These uncertainties are propagated
by varying the input distribution for both the

∑
i pT(i) vs. nsel and

∑
i 1 vs.nsel.

Smaller effects are also studied, for example the uncertainty on the rate of non-primary tracks and
the effect of the systematic uncertainties affecting the high-pT tracks mentioned in Sec. 6.3. Excluding
the systematic uncertainties due to the assumptions made during the correction procedure, the systematic
uncertainties are between 0.5% and 2% for all bins innch, all energies and all phase-space regions.

7.5 Correction for Different Minimum nch Requirements

The only difference in the correction procedure from track to particle level for nch ≥ 6 with respect to
nch ≥ 1 is the need for an additional correction that takes into account the effect on the tracks due to the
tighter cut on both the number of tracks and number of particles.

Thench distribution and the number of eventsNev are obtained by correcting and unfolding the mul-
tiplicity distribution of the whole spectrum and then applying the highernch cut on the final distribution.
For thepT andη track distributions an extra correction is needed. For events with nsel ≥ 6, the tracks
are added to the distribution as for all other phase-space regions; a weight corresponding to the product
of the track (wtrk) and event weights (wev) is applied. For events withnsel < 6 the tracks are added to the
distribution with an additional weighting factor,wnch<6 that represents the probability that a track from
an event withnsel tracks is from an event withnch ≥ 6. This additional weight is taken from the final
nch unfolding matrix, after the final iteration; each column in the matrix represents the probability that
an event withnsel tracks hasnch particles. The total probability (p(nch ≥ 6 | nsel)) for a givennsel < 6
is therfor the sum over the matrix elements fornch ≥ 6

wnch<6 = p(nch ≥ 6 |nsel) =
∑

nch ≥ 6

Mnch,nsel,

whereMnch,nsel is the entry in the unfolding matrix fornch andnsel. This weight is about 65% fornsel = 5
and rapidly drops to 1% fornsel = 2.

Systematic Uncertainties All uncertainties related to the distributions with the lowernch cut are taken
into account. In addition, an extra systematic uncertaintydue to the uncertainty on the track reconstruc-
tion efficiency is needed for the correction to highernch selection. By varying the track reconstruction
efficiency down by its uncertainty, differentwnch<6 weights are obtained. The shift in the resultingnch

distribution is symmetrised and taken as an additional systematic uncertainty.

7.6 Extrapolation to pT = 0

Comparing the results in our well-defined phase-space regions to other inclusive measurements from
other experiments requires additional model-dependent corrections. One such correction is described
here, but applied only for comparative purposes. This particular correction is derived to extrapolate
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the average multiplicity in the phase-space region with thelowest measuredpT to the multiplicity for
all pT > 0. No attempt is made to correct for thench ≥ 2 requirement. Results are quoted for the
average multiplicity in the rapidity interval|η| < 2.5 and are not considered to be the main results of this
paper. This correction is obtained using three independentmethods: fitting thepT spectrum to a given
functional form, assuming a flat distribution at lowpT in the observed fully corrected1pT

· dNch
dpT

distribution
and obtaining the correction factor from the AMBT1pythia6 MC.

In the first method, the correctedpT spectrum is fit with a two-component Tsallis [47,48] distribution

f (pT) =
1

2πη′
∑

i=π,p

dNch
dy

∣∣∣∣∣
y=0,i

(ni−1)(ni−2)
(niTi+m0,i (ni−1))(niTi+m0,i )

·
[

niTi+mT (pT)i
niTi+m0,i

]−ni
tanh−1

 pT sinhη′√
m2

0,i+p2
T cosh2 η′


∣∣∣∣∣∣
η′=2.5

,

wheremT(pT) is the transverse massmT =

√
p2

T +m2
0 andm0 is the particle rest massm0 = {mπ,mp}

anddNch/dy|y=0,i , Ti andni are the six parameters of the fit.η′ represents the pseudorapidity at the edge
of our acceptance,η = 2.5. dNch/dy|y=0 represents the integrated yield of the particle productionat
mid-rapidity, but is left here as a free parameter of the fit. Mesons (pions and kaons) are merged into
a single Tsallis function since there is insufficient information in the measured distribution to fit three
independent shapes. The tanh−1 factor accounts for the variation inE/p of each track over the entire
measured pseudorapidity range. It is derived by integrating dy

dηdη over |η| < 2.5.
From this functional form and using the parameters obtainedfrom the fit, the fraction of particles

with pT < 100 MeV is extracted. This procedure gives the correction factor to be applied to the mean
charged-particle multiplicity per unitη , averaged over|η| < 2.5, in order to get the inclusive multiplicity.
The correction factor frompT > 100 MeV topT > 0 MeV is found to be 1.065 at

√
s = 0.9 TeV and

1.063 at
√

s= 7 TeV.
The second method assumes that the1

pT
· dNch

dpT
distribution is flat at lowpT. One can thus use the value

of this distribution in the lowestpT bin (100 < pT < 150 MeV) to extract the value for tracks below
100 MeV. From this assumption, the fraction of particles below 100 MeV and the scale factor used to
correct our observed distributions are derived. The scale factors are found to be 1.068 at

√
s = 0.9 TeV

and 1.065 at
√

s= 7 TeV. The third and final method simply obtains the correction factor using one of the
MC models. AMBT1pythia6 is chosen; the correction factors are found to be 1.055 at

√
s = 0.9 TeV

and 1.051 at
√

s = 7 TeV. We chose to use the scale factor obtained from the functional form fit as
the central value and consider the difference between this and the other two methods as a systematic
uncertainty.

Systematic Uncertainties Several sources of systematic uncertainty on the calculated scale factor are
considered. The dominant uncertainty comes from the difference in the scale factors obtained from the
three different extrapolation methods. The largest difference between the value obtained from the fit
and the values from the MC and from the flat extrapolation is considered as the uncertainty and then
symmetrised. This uncertainty is found to be 0.007 at

√
s= 0.9 TeV and 0.012 at

√
s= 7 TeV.

The other sources of uncertainty are related to the fitting procedure such as the variation within the
uncertainty on the fit parameters and the variation due to a change of the the fit range. All sources of
uncertainty are assumed to be uncorrelated and thus added inquadrature. The final scale factors, with
total uncertainty, are then 1.063± 0.014tot at

√
s= 7 TeV and 1.065± 0.011tot at

√
s= 0.9 TeV.
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8 Total Systematic Uncertainties

The individual sources of systematic uncertainties have already been discussed in previous sections.
The effect on the final distribution from each source is treated independently and propagated to the
final distributions; the total error is the sum in quadraturefrom the different sources, unless explicitly
mentioned in the text. In most bins of all distributions the largest uncertainty comes from the track
reconstruction efficiency. The uncertainties at

√
s = 2.36 TeV are larger than at the other two energies

due to the uncertainties related to the operation of the SCT at reduced bias voltage during 2.36 TeV data
taking. The total uncertainties are shown as shaded bands inthe final distributions presented in the next
section.

9 Results and Discussion

The corrected distributions for primary charged particlesfor events in three separate phase-space regions
are shown in Fig. 5 to 13. The results are compared to predictions of models tuned to a wide range
of measurements. The measured distributions are presentedas inclusive-inelastic distributions within a
given phase-space region with minimal model-dependent corrections to facilitate the comparison with
models.

9.1 Charged-Particle Multiplicities as a Function of the Pseudorapidity

Figures 5 and 6 show the charged-particle multiplicity as a function of pseudorapidity. Figure 5 shows
the distribution at all three centre-of-mass energies in the phase-space region,nch ≥ 1, pT > 500 MeV,
|η| < 2.5. The mean particle density is roughly constant for|η| < 1.0 and decreases at higher values
of |η|. There is little shape variation between the models except for the DWpythia6 tune which has a
flatter spectrum and a more pronounced dip at centralη , especially at low

√
s. At all three energies

the AMBT1 pythia6 tune gives the best shape and normalisation description ofthe data, although it was
tuned fornch ≥ 6.

Figure 6a and b show theη distributions for the most inclusive phase-space region,nch ≥ 2,
pT > 100 MeV, |η| < 2.5. There is lessη variation than in the previous figure. At 900 GeV there
is very little difference between the models both in shape and normalisation with the exception ofphojet
which shows an excellent agreement with the data; the other models show on average too few particles.
The shape of the distribution is reasonably well described by all models. At 7 TeV again the shapes seem
to all model reasonably well the observed spectrum, but at this energy the difference in normalisation
among the models varies more widely and no model reproduces the data.

Figure 6c and d show theη distributions for the phase-space region with the least amount of diffrac-
tion, nch ≥ 6, pT > 500 MeV, |η| < 2.5. The distributions in this phase-space region have the largest
drop at high|η|. All but pythia6 DW andphojet at

√
s= 7 TeV show reasonable agreement in both shape

and normalisation at both energies.

9.2 Charged-Particle Multiplicities as a Function of the Transverse Momentum

Figures 7 and 8 show the charged-particle multiplicities asa function of the transverse momentum.
The first of these figures shows all three centre-of-mass energies considered in the phase-space region
nch ≥ 1, pT > 500 MeV and|η| < 2.5. The observedpT spectrum is not described by any of the
models over the whole range. The region that the models have the most difficulty describing is the region
above 1 GeV.

Figures 8a and b show the charged-particle multiplicities in the most-inclusive phase-space region.
At 900 GeVphojet describes the data best over the whole range even though the agreement is still not
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excellent. The other models tend to under-predict the number of low pT particles while at higherpT the
models vary widely. At 7 TeV the effect at lowpT is more pronounced, while at highpT the agreement
of pythia8 andphojet with the data is quite good. The AMBT1 and MC09 tunes ofpythia6 predict too
many particles at higherpT.

Figures 8c and d show the charged-particle multiplicities with the smallest contribution from diffrac-
tive events. This distribution carried the most weight in the AMBT1 tune. Considerable improvement in
the agreement with data is seen between the older MC09 and thenewly tuned AMBT1 but the parameters
varied in this tune were not sufficient to describe the full spectrum.

9.3 Charged-Particle Multiplicity Distribution

Figure 9 shows the charged-particle multiplicity distributions fornch ≥ 1, pT > 500 MeV and|η| < 2.5
at all three centre-of-mass energies. At low number of charged particles, all models predict more events
than observed in data, which is compensated by an under-prediction in the tails of the distributions.
It should be noted that due to the normalisation, 1/Nev, a deviation observed in one region needs to
be compensated for by one in the other direction somewhere else. Although the predictions ofphojet at
0.9 TeV model the data reasonably well, at 2.36 TeV and 7 TeV they do not model the observed spectrum.
The new AMBT1pythia6 tune seems to provide the best agreement with data.

Figures 10a and b show the distribution for the most inclusive phase-space region. Here the variations
between models at both low and high values ofnch are increased and no model predicts the observed
spectra.

Figures 10c and d show the distribution for the diffraction-reduced phase-space region. The distribu-
tions are very similar to those in Fig. 9 with a cut atnch ≥ 6; only the normalisation is different between
the plots. The errors are also recomputed as there is a largercancellation between the numerator and
denominator for this phase-space region.

9.4 Average Transverse Momentum as a Function of the Number of Charged Particles

The final set of distributions discussed in the main part of this paper is the average transverse momentum
as a function of particle multiplicity. The measurement of〈pT〉 as a function of charged multiplicity at√

s= 2.36 TeV is not shown because different track reconstruction methods are used for determining the
pT and multiplicity distributions, as discussed in Sec. 4.3.2. Figure 11 shows the results for events with
nch ≥ 1, pT > 500 MeV and|η| < 2.5. At 900 GeV the slope vs.nch for high values ofnch seems to
be well described by most models but the absolute value is best modelled bypythia6 DW. At the highest
centre-of-mass energy above 20 particles the models vary widely both in slope and in absolute value;
at low values ofnch none of the models describe the data very well. In the more inclusive phase-space
region, Fig. 12a and b, the models vary widely, especially athigh

√
s.

9.5 dnch/dη at η = 0

The mean number of charged particles in the central region iscomputed by averaging over|η| < 0.2.
The values for all three phase-space regions and all energies available are shown in Fig. 13 and in Table 6.
The result quoted at

√
s= 2.36 TeV is the value obtained using the Pixel track method. Thephase-space

region with largest minimumpT and highest minimum multiplicity (pT > 500 MeV; nch ≥ 6), which
is the region with the least amount of diffraction, is the one where the models vary the least and the
energy extrapolations of most models agree the best with thedata. However, in this region the energy
extrapolation ofpythia6 andphojet do not agree with the data. For the most inclusive measurements,
none of the models agree with the data and the spread at 7 TeV inthe expected values is almost one third
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of the mean predicted value. The observed value is significantly higher at this energy than any of the
models.

Phase-Space Region Energy dnch/dη atη = 0
(TeV) Measured pythia6 AMBT1 MC

nch ≥ 2, pT > 100 MeV
0.9 3.483± 0.009 (stat)± 0.106 (syst) 3.01
7 5.630± 0.003 (stat)± 0.169 (syst) 4.93

nch ≥ 1, pT > 500 MeV
0.9 1.343± 0.004 (stat)± 0.027 (syst) 1.28
2.36 1.74± 0.019 (stat)± 0.058 (syst) 1.70

7 2.423± 0.001 (stat)± 0.050 (syst) 2.36

nch ≥ 6, pT > 500 MeV
0.9 2.380± 0.009 (stat)± 0.027 (syst) 2.33
7 3.647± 0.002 (stat)± 0.052 (syst) 3.63

Table 6: dnch/dη at η = 0 for the three different phase-space regions considered in this paper for the
energies where results are available. For MC, sufficient statistics were generated such that the statistical
uncertainty is smaller than the last digit quoted.

9.6 Extrapolation to pT = 0

The mean multiplicities of charged-particles withpT > 100 MeV within the full |η| < 2.5 region are
computed as the mean of the distributions shown in Fig. 6a andb. They are found to be 3.614± 0.006
(stat)± 0.170 (syst) at

√
s= 0.9 TeV and 5.881± 0.002 (stat)± 0.276 (syst) at

√
s= 7 TeV. Multiplying

these numbers by the model-dependent scale factors obtained in Sec. 7.6, the averaged inclusive charged-
particle multiplicity for events with two or more particlesis found to be 3.849± 0.006 (stat)± 0.185 (syst)
at
√

s = 0.9 TeV and 6.252± 0.002 (stat)± 0.304 (syst) at
√

s = 7 TeV. This result is interpreted as
the average total inelastic multiplicity for events with two or more particles within|η| < 2.5. Figure 14
compares these results to recently published ALICE results[5,6] for inclusive inelastic as well as inelastic
with more than one particle. The ALICE results are quoted as averages over|η| < 1.0 and|η| < 0.5,
respectively.

10 Conclusions

Charged-particle multiplicity measurements with the ATLAS detector using the first collisions delivered
by the LHC during 2009 and 2010 are presented. Based on over three hundred thousand proton-proton
inelastic interactions at 900 GeV, just under six thousand at 2.36 TeV and over ten million at 7 TeV, the
properties of events in three well-defined phase-space regions were studied. The data were corrected
with minimal model dependence to obtain inclusive distributions. The selected kinematic range and
the precision of this analysis highlight clear differences between Monte Carlo models and the measured
distributions. In all the kinematic regions considered, the particle multiplicities are higher than predicted
by the Monte Carlo models.

The three different phase-space regions studied, from the most inclusiveto the one with the smallest
diffractive contribution, highlight various aspects of the charged-particle spectra. In general, the agree-
ment between the models and the data is better in the phase-space regions with higher minimumpT

cutoff, where diffractive contributions are less significant.
For the

√
s = 0.9 TeV measurements with thepT threshold of 500 MeV, these results supersede the

results presented in [1].
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Figure 5: Charged-particle multiplicities as a function ofthe pseudorapidity for events withnch ≥ 1,
pT > 500 MeV and|η| < 2.5 at

√
s= 0.9 TeV (a),

√
s = 2.36 TeV (b) and

√
s= 7 TeV (c). The dots

represent the data and the curves the predictions from different MC models. The vertical bars represent
the statistical uncertainties, while the shaded areas showstatistical and systematic uncertainties added in
quadrature. The bottom inserts show the ratio of the MC over the data. The values of the ratio histograms
refer to the bin centroids.
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Figure 6: Charged-particle multiplicities as a function ofthe pseudorapidity for events withnch ≥ 2,
pT > 100 MeV (a,b) andnch ≥ 6, pT > 500 MeV (c,d) and|η| < 2.5 at

√
s = 0.9 TeV (a,c)

and
√

s = 7 TeV (b,d). The dots represent the data and the curves the predictions from different MC
models. The vertical bars represent the statistical uncertainties, while the shaded areas show statistical
and systematic uncertainties added in quadrature. The bottom inserts show the ratio of the MC over the
data. The values of the ratio histograms refer to the bin centroids.

34



 ]
-2

 [ 
G

eV
T

pdη
/d

ch
N2

) 
d

T
pπ

 1
/(

2
ev

N
1/

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110
1

10

210

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA 8
PHOJET

 | < 2.5η > 500 MeV, | 
T

p 1, ≥ chn

 = 0.9 TeVsATLAS  
 ]

-2
 [ 

G
eV

T
pdη

/d
ch

N2
) 

d
T

pπ
 1

/(
2

ev
N

1/

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110
1

10

210

 [GeV]
T

p
1 10

R
at

io

0.5

1

1.5

2
Data Uncertainties
MC / Data

 [GeV]
T

p
1 10

R
at

io

0.5

1

1.5

2

(a)

 ]
-2

 [ 
G

eV
T

p
 dη

/d
ch

N2
) 

d
T

pπ
 1

/(
2

ev
N

1/

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110
1

10

210

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA 8
PHOJET

 | < 2.5η > 500 MeV, | 
T

p 1, ≥ chn

 = 2.36 TeVsATLAS  

 [GeV]
T

p
1 10

R
at

io
0.5

1

1.5

2
Data Uncertainties
MC / Data 

 [GeV]
T

p
1 10

R
at

io
0.5

1

1.5

2

(b)

 ]
-2

 [ 
G

eV
T

pdη
/d

ch
N2

) 
d

T
pπ

 1
/(

2
ev

N
1/

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110
1

10

210

Data 2010
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA 8
PHOJET

 | < 2.5η > 500 MeV, | 
T

p 1, ≥ chn

 = 7 TeVsATLAS  

 ]
-2

 [ 
G

eV
T

pdη
/d

ch
N2

) 
d

T
pπ

 1
/(

2
ev

N
1/

-1110

-1010

-910

-810

-710

-610

-510

-410

-310

-210

-110
1

10

210

 [GeV]
T

p
1 10

R
at

io

0.5

1

1.5

2
Data Uncertainties
MC / Data

 [GeV]
T

p
1 10

R
at

io

0.5

1

1.5

2

(c)

Figure 7: Charged-particle multiplicities as a function ofthe transverse momentum for events with
nch ≥ 1, pT > 500 MeV and|η| < 2.5 at

√
s = 0.9 TeV(a),

√
s = 2.36 TeV(b) and

√
s = 7 TeV(c).

The dots represent the data and the curves the predictions from different MC models. The vertical bars
represent the statistical uncertainties, while the shadedareas show statistical and systematic uncertainties
added in quadrature. The bottom inserts show the ratio of theMC over the data. The values of the ratio
histograms refer to the bin centroids.
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Figure 8: Charged-particle multiplicities as a function ofthe transverse momentum for events with
nch ≥ 2, pT > 100 MeV (a,b) andnch ≥ 6, pT > 500 MeV (c,d) and|η| < 2.5 at

√
s = 0.9 TeV

(a,c) and
√

s= 7 TeV (b,d). The dots represent the data and the curves the predictions from different MC
models. The vertical bars represent the statistical uncertainties, while the shaded areas show statistical
and systematic uncertainties added in quadrature. The bottom inserts show the ratio of the MC over the
data. The values of the ratio histograms refer to the bin centroids.
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Figure 9: Charged-particle multiplicity distributions for events withnch ≥ 1, pT > 500 MeV and
|η| < 2.5 at

√
s = 0.9 TeV(a),

√
s = 2.36 TeV(b) and

√
s = 7 TeV(c). The dots represent the data

and the curves the predictions from different MC models. The vertical bars represent the statistical
uncertainties, while the shaded areas show statistical andsystematic uncertainties added in quadrature.
The bottom inserts show the ratio of the MC over the data. The values of the ratio histograms refer to the
bin centroids.
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Figure 10: Charged-particle multiplicity distributions for events withnch ≥ 2, pT > 100 MeV (a,b)
andnch ≥ 6, pT > 500 MeV (c,d) and|η| < 2.5 at

√
s= 0.9 TeV (a,c) and

√
s= 7 TeV (b,d). The dots

represent the data and the curves the predictions from different MC models. The vertical bars represent
the statistical uncertainties, while the shaded areas showstatistical and systematic uncertainties added in
quadrature. The bottom inserts show the ratio of the MC over the data. The values of the ratio histograms
refer to the bin centroids.
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Figure 11: Average transverse momentum as a function of the number of charged particles in the event
for events withnch ≥ 1, pT > 500 MeV and|η| < 2.5 at

√
s = 0.9 TeV(a), and

√
s = 7 TeV(b).

The dots represent the data and the curves the predictions from different MC models. The vertical bars
represent the statistical uncertainties, while the shadedareas show statistical and systematic uncertainties
added in quadrature. The bottom inserts show the ratio of theMC over the data. The values of the ratio
histograms refer to the bin centroids.

39



 [ 
G

eV
 ]

〉
T

p〈

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Data 2009
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA 8
PHOJET

 | < 2.5η > 100 MeV, | 
T

p 2, ≥ chn

 = 0.9 TeVsATLAS   [ 
G

eV
 ]

〉
T

p〈

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

chn
10 20 30 40 50 60 70 80 90

R
at

io

0.8

1

1.2
Data Uncertainties
MC / Data

chn
10 20 30 40 50 60 70 80 90

R
at

io

0.8

1

1.2

(a)

 [ 
G

eV
 ]

〉
T

p〈

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

Data 2010
PYTHIA ATLAS AMBT1
PYTHIA ATLAS MC09
PYTHIA DW
PYTHIA 8
PHOJET

 | < 2.5η > 100 MeV, | 
T

p 2, ≥ chn

 = 7 TeVsATLAS   [ 
G

eV
 ]

〉
T

p〈

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

chn
20 40 60 80 100 120 140 160 180 200

R
at

io

0.8

1

1.2

Data Uncertainties
MC / Data

chn
20 40 60 80 100 120 140 160 180 200

R
at

io

0.8

1

1.2

(b)

Figure 12: Average transverse momentum as a function of the number of charged particles in the event
for events withnch ≥ 2, pT > 100 MeV and|η| < 2.5 at

√
s = 0.9 TeV (a) and

√
s = 7 TeV (b).

The dots represent the data and the curves the predictions from different MC models. The vertical bars
represent the statistical uncertainties, while the shadedareas show statistical and systematic uncertainties
added in quadrature. The bottom inserts show the ratio of theMC over the data. The values of the ratio
histograms refer to the bin centroids.
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Figure 13: The average charged-particle multiplicity per unit of rapidity for η = 0 as a function of the
centre-of-mass energy. The results withnch ≥ 2 within the kinematic rangepT > 100 MeV and
|η| < 2.5 are shown alongside the results withnch ≥ 1 within the kinematic rangepT > 500 MeV and
|η| < 2.5 at 0.9, 2.36 and 7 TeV. The data are compared to various particle level MC predictions. The
vertical error bars on the data represent the total uncertainty.
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Figure 14: The average charged-particle multiplicity per unit of rapidity as a function of the centre-of-
mass energy. The ATLAS results are fornch ≥ 2 in the region|η| < 2.5. For comparison ALICE results
for nch ≥ 1 in the region|η| < 1.0 andnch ≥ 0 in the region|η| < 0.5 are shown. It should be noted
that the ALICE points have been slightly shifted horizontally for clarity. The data points are compared
to pythia6 AMBT1 predictions for the same phase-space regions.
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A Distributions Used in AMBT1 Tuning

Table 7 and 8 show the list of all distributions from ATLAS andthe Tevatron, respectively, used in the
ATLAS Minimum Bias Tune 1 (AMBT1). The Analysis column refers to the event selection used in
the particular analysis. The Tuning range column refers to the portion of the phase-space region that is
considered for the tune.

Analysis Observable Tuning range
ATLAS 0.9 TeV, minimum bias,nch ≥ 6 1

Nev
· dNch

dη −2.5 < η < 2.5

ATLAS 0.9 TeV, minimum bias,nch ≥ 6 1
Nev
· 1

2πpT
· d2Nch

dηdpT
pT ≥ 5.0 GeV

ATLAS 0.9 TeV, minimum bias,nch ≥ 6 1
Nev
· dNev

dnch
nch ≥ 20

ATLAS 0.9 TeV, minimum bias,nch ≥ 6 〈pT〉 vs. nch nch ≥ 10

ATLAS 0.9 TeV, UE in minimum bias 〈d2Nch
dηdφ 〉 vs. plead

T (towards) plead
T ≥ 5.5 GeV

ATLAS 0.9 TeV, UE in minimum bias 〈d2Nch
dηdφ 〉 vs. plead

T (transverse) plead
T ≥ 5.5 GeV

ATLAS 0.9 TeV, UE in minimum bias 〈d2Nch
dηdφ 〉 vs. plead

T (away) plead
T ≥ 5.5 GeV

ATLAS 0.9 TeV, UE in minimum bias 〈d2∑ pT
dηdφ 〉 vs. plead

T (towards) plead
T ≥ 5.5 GeV

ATLAS 0.9 TeV, UE in minimum bias 〈d2∑ pT
dηdφ 〉 vs. plead

T (transverse) plead
T ≥ 5.5 GeV

ATLAS 0.9 TeV, UE in minimum bias 〈d2∑ pT
dηdφ 〉 vs. plead

T (away) plead
T ≥ 5.5 GeV

ATLAS 7 TeV, minimum bias,nch ≥ 6 1
Nev
· dNch

dη −2.5 < η < 2.5

ATLAS 7 TeV, minimum bias,nch ≥ 6 1
Nev
· 1

2πpT
· d2Nch

dηdpT
pT ≥ 5.0 GeV

ATLAS 7 TeV, minimum bias,nch ≥ 6 1
Nev
· dNev

dnch
nch ≥ 40

ATLAS 7 TeV, minimum bias,nch ≥ 6 〈pT〉 vs. nch nch ≥ 10

ATLAS 7 TeV, UE in minimum bias 〈d2Nch
dηdφ 〉 vs. plead

T (towards) plead
T ≥ 10GeV

ATLAS 7 TeV, UE in minimum bias 〈d2Nch
dηdφ 〉 vs. plead

T (transverse) plead
T ≥ 10GeV

ATLAS 7 TeV, UE in minimum bias 〈d2Nch
dηdφ 〉 vs. plead

T (away) plead
T ≥ 10GeV

ATLAS 7 TeV, UE in minimum bias 〈d2∑ pT
dηdφ 〉 vs. plead

T (towards) plead
T ≥ 10GeV

ATLAS 7 TeV, UE in minimum bias 〈d2∑ pT
dηdφ 〉 vs. plead

T (transverse) plead
T ≥ 10GeV

ATLAS 7 TeV, UE in minimum bias 〈d2∑ pT
dηdφ 〉 vs. plead

T (away) plead
T ≥ 10GeV

Table 7: ATLAS observables and ranges of distributions usedin the AMBT1 tuning.
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Observables
CDF Run I underlying event in dijet events[49] (leading jet analysis)
Nch density vs. leading jetpT (transverse), JET20
Nch density vs. leading jetpT (toward), JET20
Nch density vs. leading jetpT (away), JET20∑

pT density vs. leading jetpT (transverse), JET20∑
pT density vs. leading jetpT (toward), JET20∑
pT density vs. leading jetpT (away), JET20

Nch density vs. leading jetpT (transverse), min bias
Nch density vs. leading jetpT (toward), min bias
Nch density vs. leading jetpT (away), min bias∑

pT density vs. leading jetpT (transverse), min bias∑
pT density vs. leading jetpT (toward), min bias∑
pT density vs. leading jetpT (away), min bias

pT distribution (transverse), leadingpT > 5 GeV
pT distribution (transverse), leadingpT > 30 GeV
CDF Run I underlying event in MIN/MAX-cones[50] (“MIN-MAX” analysis)
〈pmax

T 〉 vs. Elead
T ,
√

s= 1800 GeV
〈pmin

T 〉 vs. Elead
T ,
√

s= 1800 GeV
〈pdiff

T 〉 vs. Elead
T ,
√

s= 1800 GeV
〈Nmax〉 vs. Elead

T ,
√

s= 1800 GeV
〈Nmin〉 vs. Elead

T ,
√

s= 1800 GeV
Swiss Cheesepsum

T vs. Elead
T (2 jets),

√
s= 1800 GeV

〈pmax
T 〉 vs. Elead

T ,
√

s= 630 GeV
〈pmin

T 〉 vs. Elead
T ,
√

s= 630 GeV
〈pdiff

T 〉 vs. Elead
T ,
√

s= 630 GeV
Swiss Cheesepsum

T vs. Elead
T (2 jets),

√
s= 630 GeV

D0 Run II dijet angular correlations[51]
Dijet azimuthal angle,pmax

T ∈ [75, 100] GeV
Dijet azimuthal angle,pmax

T ∈ [100, 130] GeV
Dijet azimuthal angle,pmax

T ∈ [130, 180] GeV
Dijet azimuthal angle,pmax

T >180 GeV
CDF Run II minimum bias[52]
〈pT〉 of charged particles vs.Nch,

√
s= 1960 GeV

CDF Run I Z pT [53]
dσ
dpZ

T
,
√

s= 1800 GeV

Table 8: Tevatron datasets used in the AMBT1 tuning. No specific cuts on the tuning ranges were made.
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B Additional Phase-Space Regions

Two additional phase-space regions are considered in this appendix:

• at least twenty charged particles in the kinematic range|η| < 2.5 andpT > 100 MeV,

• at least one charged particle in the kinematic range|η| < 2.5 andpT > 2.5 GeV.

The correction procedures as well as methods used to extractthe systematic uncertainties are identical
to the three phase-space regions presented in the main part of the paper. The first phase-space region
is chosen to be compared with the other diffraction-reduced phase-space region with six particles above
500 MeV and allows the study of the interplay between the number of particles and thepT, in particular
for the study of diffraction models. The second additional phase-space region is chosen so as to be
less influenced by non-perturbative parts of the non-diffractive modeling and to be useful for predicting
high-pT particle rates, for example for trigger studies.

Table 9 shows the number of selected events and tracks for these two additional phase-space regions
at both

√
s= 0.9 TeV and

√
s= 7 TeV. Figures 15 to 18 show the four kinematic distributions. Table 10

shows the results for the mean track multiplicity at centraleta (obtained as the average between−0.2 <
η < 0.2). Figure 19 shows the mean track multiplicity at central rapidity for all centre-of-mass energies
and phase-space regions presented in this paper, along withpredictions frompythia6 AMBT1.

Phase-Space Region
√

s= 0.9 TeV
√

s= 7 TeV
nch min pT Events Tracks Events Tracks
20 100 MeV 69,833 1,966,059 4,029,563 153,553,344
1 2.5 GeV 19,016 22,233 1,715,637 2,690,534

Table 9: Number of events and tracks in the two additional phase-space regions and energies considered
in this appendix.

Phase-Space Region Energy dnch/dη atη = 0
(TeV) Measured

nch ≥ 20, pT > 100 MeV
0.9 6.596± 0.025 (stat)± 0.080 (syst)
7 9.077± 0.005 (stat)± 0.157 (syst)

nch ≥ 1, pT > 2.5 GeV
0.9 0.281± 0.006 (stat)± 0.0005 (syst)
7 0.362± 0.001 (stat)± 0.002 (syst)

Table 10: dnch/dη at η = 0 for the additional two different phase-space regions considered in this paper
for
√

s= 0.9 TeV and
√

s= 7 TeV.
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Figure 15: Charged-particle multiplicities as a function of the pseudorapidity for events withnch ≥ 20,
pT > 100 MeV (a,b) andnch ≥ 1, pT > 2.5 GeV (c,d) and|η| < 2.5 at

√
s = 0.9 TeV (a,c) and

√
s =

7 TeV (b,d). The dots represent the data and the curves the predictions from different MC models. The
vertical bars represent the statistical uncertainties, while the shaded areas show statistical and systematic
uncertainties added in quadrature. The bottom inserts showthe ratio of the MC over the data. The values
of the ratio histograms refer to the bin centroids.
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Figure 16: Charged-particle multiplicities as a function of the transverse momentum for events with
nch ≥ 20, pT > 100 MeV (a,b) andnch ≥ 1, pT > 2.5 GeV (c,d) and|η| < 2.5 at

√
s = 0.9 TeV (a,c)

and
√

s = 7 TeV (b,d). The dots represent the data and the curves the predictions from different MC
models. The vertical bars represent the statistical uncertainties, while the shaded areas show statistical
and systematic uncertainties added in quadrature. The bottom inserts show the ratio of the MC over the
data. The values of the ratio histograms refer to the bin centroids.
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Figure 17: Charged-particle multiplicity distributions for events withnch ≥ 20, pT > 100 MeV (a,b) and
nch ≥ 1, pT > 2.5 GeV (c,d) and|η| < 2.5 at

√
s = 0.9 TeV (a,c) and

√
s = 7 TeV (b,d). The dots

represent the data and the curves the predictions from different MC models. The vertical bars represent
the statistical uncertainties, while the shaded areas showstatistical and systematic uncertainties added in
quadrature. The bottom inserts show the ratio of the MC over the data. The values of the ratio histograms
refer to the bin centroids.
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Figure 18: Average transverse momentum as a function of the number of charged particles in the event
for events withnch ≥ 1, pT > 2.5 GeV and|η| < 2.5 at

√
s= 0.9 TeV (a) and

√
s= 7 TeV (b). The dots

represent the data and the curves the predictions from different MC models. The vertical bars represent
the statistical uncertainties, while the shaded areas showstatistical and systematic uncertainties added in
quadrature. The bottom inserts show the ratio of the MC over the data. The values of the ratio histograms
refer to the bin centroids.
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Abstract A search for supersymmetry (SUSY) in events
with large missing transverse momentum, jets, and at least
one hadronically decaying τ lepton, with zero or one addi-
tional light lepton (e/μ), has been performed using 4.7 fb−1

of proton-proton collision data at
√

s = 7 TeV recorded with
the ATLAS detector at the Large Hadron Collider. No ex-
cess above the Standard Model background expectation is
observed and a 95 % confidence level visible cross-section
upper limit for new phenomena is set. In the framework
of gauge-mediated SUSY-breaking models, lower limits on
the mass scale Λ are set at 54 TeV in the regions where
the τ̃1 is the next-to-lightest SUSY particle (tanβ > 20).
These limits provide the most stringent tests to date of
GMSB models in a large part of the parameter space con-
sidered.

1 Introduction

This paper reports on the search for supersymmetry (SUSY)
[1–9] in events with large missing transverse momentum,
jets and at least one hadronically decaying τ lepton. Four
different topologies with a τ in the final state have been
studied: one τ lepton, at least two τ leptons, one τ lep-
ton and precisely one additional muon and one τ lepton
and precisely one additional electron. The minimal gauge-
mediated supersymmetry-breaking (GMSB) model [10–15]
is considered as benchmark to evaluate the reach of this anal-
ysis.

SUSY introduces a symmetry between fermions and
bosons, resulting in a SUSY partner (sparticle) for each
Standard Model (SM) particle with identical mass and quan-
tum numbers except a difference by half a unit of spin. As-

� e-mail: atlas.publications@cern.ch

suming R-parity conservation [16–20], sparticles are pro-
duced in pairs. These would then decay through cascades
involving other sparticles until the lightest SUSY particle
(LSP), which is stable, is produced. Since equal mass SUSY
partners are excluded, SUSY must be a broken symmetry.
Minimal GMSB models can be described by six parame-
ters: the SUSY-breaking mass scale in the low-energy sec-
tor (Λ), the messenger mass (Mmess), the number of SU(5)
messenger fields (N5), the ratio of the vacuum expectation
values of the two Higgs doublets (tanβ), the Higgs-sector
mixing parameter (μ) and the scale factor for the gravitino
mass (Cgrav). For the analysis presented in this paper, Λ and
tanβ are treated as free parameters, and the other parame-
ters are fixed to the values already used in Refs. [21, 22]:
Mmess = 250 TeV, N5 = 3, μ > 0 and Cgrav = 1. The Cgrav

parameter determines the lifetime of next-to-lightest SUSY
particle (NLSP); for Cgrav = 1 the NLSP decays promptly
(cτNLSP < 0.1 mm). With this choice of parameters, at mod-
erate Λ the production of gluino and/or squark pairs is ex-
pected to dominate at the LHC; these sparticles will decay
into the next-to-lightest SUSY particle (NLSP), which sub-
sequently decays to the LSP. In GMSB models, the LSP
is the very light gravitino (G̃). The NLSP is the dominant
sparticle decaying to the LSP and this leads to experimen-
tal signatures which are largely determined by the nature of
the NLSP. This can be either the lightest stau (τ̃1), a right-
handed slepton (�̃R), the lightest neutralino (χ̃0

1 ), or a sneu-
trino (ν̃), dominantly leading to final states containing τ lep-
tons, light leptons (� = e,μ), photons, b-jets, or neutrinos.
At large values of tanβ , the τ̃1 is the NLSP for most of the
parameter space, which leads to final states containing at
least two τ leptons. In the so-called CoNLSP region, where
the mass difference between the τ̃1 and the �̃R is smaller
than the sum of the τ and light-lepton masses, both the τ̃1

and the �̃R decay directly into the LSP and are therefore
NLSPs.
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Previous searches for τ̃1 pair production, with the sub-
sequent decay τ̃1 → τG̃ in the minimal GMSB model,
have been reported by the LEP Collaborations ALEPH [23],
DELPHI [24] and OPAL [25]. The analysis reported in this
paper extends the searches in 2 fb−1 of data presented in
Refs. [21, 22]. It comprises the full 2011 dataset, corre-
sponding to an integrated luminosity of (4.7 ± 0.1) fb−1

[26, 27] after applying beam, detector and data-quality re-
quirements. A complementary search interpreted in GMSB,
requiring two light leptons, has also been performed us-
ing the same dataset by the ATLAS Collaboration [28].
The CMS Collaboration has searched for new phenomena
in same-sign τ -pair events [29] and multi-lepton events in-
cluding two τ leptons in the final state [30] using 35 pb−1

of data, where the minimal GMSB model was not consid-
ered.

2 ATLAS detector

The ATLAS experiment [31] is a multi-purpose detector
with a forward-backward symmetric cylindrical geometry
and nearly 4π solid angle coverage. The inner tracking de-
tector (ID) consists of a silicon pixel detector, a silicon mi-
crostrip detector and a transition radiation tracker. The ID
is surrounded by a thin superconducting solenoid provid-
ing a 2 T magnetic field and by fine-granularity lead/liquid-
argon (LAr) electromagnetic calorimeters. An iron/scintilla-
tor-tile calorimeter provides hadronic coverage in the cen-
tral pseudorapidity1 range. The endcap and forward re-
gions are instrumented with liquid-argon calorimeters for
both electromagnetic and hadronic measurements. An ex-
tensive muon spectrometer system that incorporates large
superconducting toroidal magnets surrounds the calorime-
ters.

3 Simulated samples

The Monte Carlo (MC) simulations used to evaluate the ex-
pected backgrounds and selection efficiencies for the SUSY
models considered are very similar to the ones used in
Refs. [21, 22]. A suite of generators is used to aid in the esti-
mate of SM background contributions. The ALPGEN gener-
ator [32] is used to simulate samples of W and Z/γ ∗ events

1ATLAS uses a right-handed coordinate system with its origin at the
nominal interaction point (IP) in the centre of the detector and the z-
axis along the beam pipe. The x-axis points from the IP to the centre
of the LHC ring and the y-axis points upward. Cylindrical coordinates
(r,φ) are used in the transverse plane, φ being the azimuthal angle
around the beam pipe. The pseudorapidity is defined in terms of the
polar angle θ as η = − ln tan(θ/2).

with up to five (for Z events) or six (for W events) ac-
companying jets, where CTEQ6L1 [33] is used for the par-
ton distribution functions (PDFs). Z/γ ∗ events with m�� <

40 GeV are referred to in this paper as “Drell-Yan”. Top
quark pair production, single top production and diboson
(WW and WZ) pair production are simulated with MC@NLO
[34–36] and the next-to-leading-order (NLO) PDF set CT10
[37]. Fragmentation and hadronization are performed with
Herwig [38], using JIMMY [39] for the underlying event
simulation. The decay of τ leptons and radiation of photons
are simulated using TAUOLA [40, 41] and PHOTOS [42], re-
spectively. The production of multi-jet events is simulated
with PYTHIA 6.4.25 [43] using the AUET2B tune [44] and
MRST2007 LO∗ [45] PDFs. The SUSY mass spectra are
calculated using ISAJET 7.80 [46]. The MC signal samples
are produced using Herwig++ 2.4.2 [47] with MRST2007
LO∗ PDFs. Signal cross-sections are calculated to next-
to-leading order in the strong coupling constant, adding
the resummation of soft gluon emission at next-to-leading-
logarithmic accuracy (NLO+NLL) [48–52]. The nominal
SUSY production cross-sections and their uncertainties are
taken from an envelope of cross-section predictions using
different PDF sets and factorisation and renormalization
scales, as described in Ref. [53]. The GMSB signal sam-
ples are generated on a grid ranging from Λ = 10 TeV to
Λ = 80 TeV and from tanβ = 2 to tanβ = 67, with the
cross-section dropping from 100 pb for Λ = 15 TeV to
5.0 fb for Λ = 80 TeV.

All samples are processed through the GEANT4-based
simulation [54] of the ATLAS detector [55]. The full sim-
ulation also includes a realistic treatment of the variation of
the number of pp interactions per bunch crossing (pile-up)
in the data, with an average of nine interactions per crossing.

4 Object reconstruction

Jets are reconstructed using the anti-kt jet clustering algo-
rithm [56] with radius parameter R = 0.4. Jet energies are
calibrated to correct for upstream material, calorimeter non-
compensation, pile-up, and other effects [57]. Jets are re-
quired to have transverse momenta (pT) greater than 25 GeV
and |η| < 2.8, except in the computation of the missing
transverse momentum, where |η| < 4.5 and pT greater than
20 GeV is required.

Muon candidates are identified as tracks in the ID
matched to track segments in the muon spectrometer [58].
They are required to have pT > 10 GeV and |η| < 2.4. Elec-
tron candidates are constructed by matching electromag-
netic clusters with tracks in the ID. They are then required
to satisfy pT > 20 GeV, |η| < 2.47 and to pass the “tight”
identification criteria described in Ref. [59], re-optimized
for 2011 conditions.
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Electrons or muons are required to be isolated, i.e. the
scalar sum of the transverse momenta of tracks within a
cone of �R = √

(�φ)2 + (�η)2 < 0.2 around the lepton
candidate, excluding the lepton candidate track itself, must
be less than 10 % of the lepton’s transverse energy for elec-
trons and less than 1.8 GeV for muons. Tracks selected for
the electron and muon isolation requirement defined above
have pT > 1 GeV and are associated to the primary vertex
of the event.

The missing transverse momentum vector pmiss
T (and its

magnitude Emiss
T ) is measured from the transverse momenta

of identified jets, electrons, muons and all calorimeter clus-
ters with |η| < 4.5 not associated to such objects [60]. For
the purpose of the measurement of Emiss

T , τ leptons are not
distinguished from jets.

Jets originating from decays of b-quarks are identified
and used to separate the W and t t̄ background contribu-
tions. They are identified by a neural-network-based algo-
rithm, which combines information from the track impact
parameters with a search for decay vertices along the jet
axis [61]. A working point corresponding to 60 % tagging
efficiency for b-jets and <1 % mis-identification of light-
flavour or gluon jets is chosen [62].

The τ leptons considered in this search are reconstruct-
ed through their hadronic decays. The τ reconstruction is
seeded from anti-kt jets (R = 0.4) with pT > 10 GeV. An
η- and pT-dependent energy calibration to the hadronic τ

energy scale is applied. Discriminating variables based on
track information and observables sensitive to the trans-
verse and longitudinal shape of the energy deposits of τ

candidates in the calorimeter are used. These quantities are
combined in a boosted decision tree (BDT) discriminator
[63] to optimize their impact. Calorimeter information and
measurements of transition radiation are used to veto elec-
trons mis-identified as τ leptons. Suitable τ lepton candi-
dates must satisfy pT > 20 GeV, |η| < 2.5, and have one or
three associated tracks of pT > 1 GeV with a charge sum
of ±1. A sample of Z → ττ events is used to measure
the efficiency of the BDT τ identification. The “loose” and
“medium” working points in Ref. [63] are used herein and
correspond to efficiencies of about 60 % and 40 % respec-
tively, independent of pT, with a rejection factor of 20–50
against τ candidates built from hadronic jets (“fake” τ lep-
tons).

5 Event selection

Four mutually exclusive final states are considered for this
search: events with only one “medium” τ , no additional
“loose” τ candidates and no muons or electrons, referred
to as ‘1τ ’; events with two or more “loose” τ candidates
and no muons or electrons, referred to as ‘2τ ’; events with

at least one “medium” τ and exactly one muon (‘τ + μ’) or
electron (‘τ + e’).

In the 1τ and 2τ final states, candidate events are trig-
gered by requiring a jet with high transverse momentum and
high Emiss

T (‘jetMET’) [65], both measured at the electro-
magnetic scale2. In the τ + μ final state, events are selected
by a muon trigger and a muon-plus-jet trigger (‘muon+jet’),
while in the τ + e final state, a single-electron trigger re-
quirement is imposed [65]. The trigger requirements have
been optimized to ensure a uniform trigger efficiency for all
data-taking periods, which exceeds 98 % with respect to the
offline selection for all final states considered.

Pre-selected events are required to have a reconstructed
primary vertex with at least five tracks (with pT > 0.4 GeV).
To suppress soft multi-jet events in the 1τ and 2τ final
states, a second jet with pT > 30 GeV is required. Remain-
ing multi-jet events, where highly energetic jets are mis-
measured, are suppressed by requiring the azimuthal an-
gle between the missing transverse momentum vector and
either of the two leading jets to be greater than 0.3 rad.
Three quantities characterising the kinematic properties of
the event are used to further suppress the main background
processes (W + jets, Z + jets and t t̄ events) in all four final
states:

– the transverse mass m
τ,�
T formed by Emiss

T and either the
pT of the τ lepton in the 1τ and 2τ channels, or of the
light lepton (e/μ) in the τ + μ and τ + e ones: m

τ,�
T =√

2p
τ,�
T Emiss

T (1 − cos(�φ(τ/�,Emiss
T )));

– the scalar sum HT of the transverse momenta of τ lep-
ton candidates and the two highest momentum jets in the
events: HT = ∑

pτ
T + ∑

i=1,2 p
jeti
T ;

– the effective mass meff = HT + Emiss
T .

For each of the four final states, specific criteria are applied
to the above quantities in order to define a signal region
(SR), as summarized in Table 1.

Figure 1 shows the mT and m
τ1
T +m

τ2
T distributions for the

1τ and 2τ channels after all the requirements of the analysis
except the final requirement on HT. Similarly, Fig. 2 shows
the m

e,μ
T distributions for the τ + μ and τ + e channels af-

ter all the requirements of the analysis except the final meff

requirement.
Figures 3 and 4 show the HT distributions in the 1τ and

2τ channels, and meff distributions in the τ + μ and τ + e

channels, respectively, after all other selection criteria have
been imposed.

2The electromagnetic scale is the basic calorimeter signal scale for the
ATLAS calorimeters. It has been established using test-beam measure-
ments for electrons and muons to give the correct response for the en-
ergy deposited in electromagnetic showers, although it does not correct
for the lower response of the calorimeter to hadrons.
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Table 1 Event selection for the four final states presented in this paper.
Numbers in parentheses are the minimum transverse momenta required

for the objects. Pairs of numbers separated by a slash denote different
selection criteria imposed in different data-taking periods

– 1τ 2τ τ + μ τ + e

Trigger jetMET
p

jet
T > 75 GeV

Emiss
T > 45/55 GeV

jetMET
p

jet
T > 75 GeV

Emiss
T > 45/55 GeV

muon/muon+jet
p

μ
T > 18 GeV

p
jet
T > 10 GeV

electron
pe

T > 20/22 GeV

Jet req. ≥2 jets (130, 30 GeV) ≥2 jets (130, 30 GeV) ≥1 jet (50 GeV) –

Emiss
T req. Emiss

T > 130/150 GeV Emiss
T > 130/150 GeV – –

Ne,μ 0 0 1μ (20 GeV) 1e (25 GeV)

Nτ =1 medium (20 GeV),
=0 loose

≥2 loose (20 GeV) ≥1 medium (20 GeV) ≥1 medium (20 GeV)

Kinematic
criteria

�(φjet1,2−pmiss
T

) > 0.3

Emiss
T /meff > 0.3

mT > 110 GeV
HT > 775 GeV

�(φjet1,2−pmiss
T

) > 0.3

m
τ1
T + m

τ2
T > 100 GeV

HT > 650 GeV

m
e,μ
T > 100 GeV

meff > 1000 GeV
m

e,μ
T > 100 GeV

meff > 1000 GeV

Fig. 1 Distribution of (a) mT and (b) m
τ1
T + m

τ2
T for the 1τ and 2τ

final states, respectively, after all analysis requirements but the final
requirement on HT. Data are represented by the points, with statisti-
cal uncertainty only. The SM prediction includes the data-driven cor-
rections discussed in the text. The band centred around the total SM
background indicates the uncertainty due to finite MC sample sizes on
the background expectation. Also shown is the expected signal from
two typical GMSB samples (Λ = 50 TeV, tanβ = 40, Λ = 50 TeV,
tanβ = 20)

Fig. 2 Distribution of m
e,μ
T for the (a) τ + μ and (b) τ + e final states

after all analysis requirements but the final requirement on meff. Data
are represented by the points, with statistical uncertainty only. The SM
prediction includes the data-driven corrections discussed in the text.
The band centred around the total SM background indicates the uncer-
tainty due to finite MC sample sizes on the background expectation.
Also shown is the expected signal from two typical GMSB samples
(Λ = 50 TeV, tanβ = 40, Λ = 50 TeV, tanβ = 20)
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Fig. 3 Distribution of HT for the (a) 1τ and (b) 2τ final states after
all analysis requirements. Data are represented by the points, with sta-
tistical uncertainty only. The SM prediction includes the data-driven
corrections discussed in the text. The band centred around the total SM
background indicates the uncertainty due to finite MC sample sizes on
the background expectation. Also shown is the expected signal from
two typical GMSB samples (Λ = 50 TeV, tanβ = 40, Λ = 50 TeV,
tanβ = 20)

6 Background estimation

The SM background expectation predicted by simulation
in the SR is corrected by means of control regions (CRs),
which are chosen such that a specific background pro-
cess is enriched while any overlap with the SR is avoided.
Data/MC comparison in the CRs show that MC overesti-
mates the number of events compared to data, mainly due
to mis-modelling of τ mis-identification probabilities and
kinematics. Scaling factors are therefore obtained from the
ratio of the number of observed events to the number of
simulated background events in the control region where
a given background contribution is enriched. Studies com-
paring data with MC simulations show that the τ mis-
identification probability is, to a good approximation, in-
dependent of the kinematic variables used to separate the
SR from the CRs, so that the measured ratio of the data

Fig. 4 Distribution of meff for the (a) τ + μ and (b) τ + e final states
after all analysis requirements. Data are represented by the points, with
statistical uncertainty only. The SM prediction includes the data-driven
corrections discussed in the text. The band centred around the total SM
background indicates the uncertainty due to finite MC sample sizes on
the background expectation. Also shown is the expected signal from
two typical GMSB samples (Λ = 50 TeV, tanβ = 40, Λ = 50 TeV,
tanβ = 20). In the top figure, the event in data surviving all the analysis
requirements is shown in the overflow bin

to MC event yields in the CR can be used to compute
scaling factors to correct the MC background prediction in
the SR.

The dominant background contributions in the SR arise
from top quark pair and single top events (hereafter gener-
ically indicated as ‘top’), W + jets, Z + jets and multi-jet
events. The latter background does not contribute signifi-
cantly to the τ + μ final state. The CR definitions used to
estimate these background contributions in the various chan-
nels are summarized in Table 2.

6.1 Background estimation in the 2τ channel

The W and top background contributions are dominated by
events in which one τ candidate is a true τ and the oth-
ers are mis-reconstructed from hadronic activity in the fi-
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Table 2 Definition of the
background control regions
(CRs) used to estimate the
normalization of background
samples in the four final states:
1τ , 2τ , τ + μ and τ + e

Background 1τ 2τ τ + μ τ + e

t t̄ �(φjet1,2−pmiss
T

) > 0.3 rad

mT < 70 GeV
Emiss

T /meff > 0.3
b-tag template fit

�(φjet1,2−pmiss
T

) > 0.3 rad

m
τ1
T + m

τ2
T ≥ 100 GeV

HT < 550 GeV
Nb-tag ≥ 1

30 GeV < Emiss
T < 100 GeV

50 GeV < m
e,μ
T < 150 GeV

Nb-tag ≥ 1

W + jets �(φjet1,2−pmiss
T

) > 0.3 rad

mT < 70 GeV
Emiss

T /meff > 0.3

�(φjet1,2−pmiss
T

) > 0.3 rad

m
τ1
T + m

τ2
T ≥ 100 GeV

HT < 550 GeV
Nb-tag = 0

30 GeV < Emiss
T < 100 GeV

50 GeV < m
e,μ
T < 150 GeV

Nb-tag = 0

Z + jets 2μ (20 GeV), |η| < 2.4
≥2 jets (130, 30 GeV)
Nb-tag = 0

�(φjet1,2−pmiss
T

) > 0.3 rad

m
τ1
T + m

τ2
T < 80 GeV

HT < 550 GeV

MC-based normalization

Multi-jet �(φjet1,2−pmiss
T

) < 0.3 rad

Emiss
T /meff < 0.3

�(φjet1,2−pmiss
T

) < 0.3 rad

Emiss
T /meff < 0.4

Compare events with and
without lepton isolation [64]

nal state. The background from Z + jets events is domi-
nated by final states with Z → ττ decays. The CRs defined
for the estimation of these background contributions have a
very small contamination from multi-jet events due to the
requirement on �(φjet1,2−pmiss

T
) and the presence of two or

more τ leptons. The signal contribution in these CRs is ex-
pected to be at less than 0.1 % for the models considered.
Correlations between different samples in the various CRs
are taken into account by considering the matrix equation
Ndata = Aω, where Ndata is the observed number of data
events in each of the CRs defined in Table 2, after subtract-
ing the expected number of multi-jet events and any remain-
ing sub-dominant background contribution, obtained from
MC simulation. The matrix A is obtained from the MC ex-
pectation for the number of events originating from each of
the background contributions (top, W and Z). The vector
ω of scaling factors is then computed by inverting the ma-
trix A. To obtain the uncertainties for the scaling factors, all
contributing parameters are varied according to their uncer-
tainties, the procedure is repeated and new scaling factors
are obtained. The width of the distribution of each resulting
scaling factor is used as its uncertainty. The typical scaling
factors obtained with this procedure are between 0.75 and 1,
with uncertainty of order 40 %. The multi-jet background
expectation is computed in a multi-jet-dominated CR de-
fined by inverting the �(φjet1,2−pmiss

T
) requirement and not

applying the m
τ1
T + m

τ2
T and HT selection. In addition, an

upper limit is imposed on the ratio Emiss
T /meff to increase

the purity of this CR sample.

6.2 Background estimation in the 1τ channel

The number of events from W + jets and WZ processes in
the SR is estimated by scaling the number of corresponding
MC events with the ratio of data to MC events in the W + jets

CR. The corresponding scaling factors are computed sepa-
rately for the cases in which the τ candidates from W/top
decays are true τ leptons and for those in which they are mis-
reconstructed from hadronic activity in the final state. It has
been checked that the same scaling factors can be applied to
both W + jets and WZ processes. In the case of W + jets
background events with true τ candidates, the charge asym-
metry method [66, 67] is used. To estimate the background
from top events with true τ candidates, a scaling-factor-
based-technique is also used, where the number of b-tagged
events in data in the top CR is fitted to a template from
MC simulation (‘template fit’). For background events in
both W/top processes due to fake τ candidates, the matrix
method already discussed for the 2τ background estimation
is employed, where the parameters in the vector ω of scal-
ing factors are ωfake

W , ωtrue
W , ωfake

top and ωtrue
top . The region dom-

inated by fake τ candidates is defined by mT > 110 GeV
and HT < 600 GeV, while the one dominated by true τ can-
didates is defined by requiring mT < 70 GeV. The values of
ωtrue

top obtained from this method and from the template fit are
in very good agreement. The factor ωtrue

W obtained with the
charge asymmetry method agrees within 2σ with the one ob-
tained with the matrix inversion method. The difference be-
tween the two ωtrue

W values is then assigned as a systematic
uncertainty on the W + jets background estimation proce-
dure. The background from Z + jets events is due to events
where the Z decays to a pair of neutrinos, and contributes
fully to the observed Emiss

T . The background contribution in
the SR is estimated from data by measuring the data/MC ra-
tio from Z → �+�− decays in the Z + jets CR defined in
Table 2. Typical scaling factors are between 0.75 and 1.2,
with uncertainty of order 20 %. The multi-jet background
expectation is computed in the same way as in the 2τ chan-
nel.



Eur. Phys. J. C (2012) 72:2215 Page 7 of 22

Table 3 Number of expected background events and data yields in
the four final states discussed. Where possible, the uncertainties are
separated into statistical and systematic parts. The SM prediction is
computed taking into account correlations between the different un-
certainties. Also shown are the number of expected signal MC events

for one GMSB point (Λ = 50 TeV, tanβ = 20), the 95 % confidence
level (CL) upper limit on the number of observed (expected) signal
events and corresponding cross-section from any new physics scenario
that can be set for each of the four final states, taking into account the
observed events in the data and the background expectations

– 1τ 2τ τ + μ τ + e

Multi-jet 0.17 ± 0.04 ± 0.11 0.17 ± 0.15 ± 0.36 <0.01 0.22 ± 0.30

W + jets 0.31 ± 0.16 ± 0.16 1.11 ± 0.67 ± 0.30 0.27 ± 0.21 ± 0.13 0.24 ± 0.17 ± 0.27

Z + jets 0.22 ± 0.22 ± 0.09 0.36 ± 0.26 ± 0.35 0.05 ± 0.05 ± 0.01 0.17 ± 0.12 ± 0.05

Top 0.61 ± 0.25 ± 0.11 0.76 ± 0.31 ± 0.31 0.36 ± 0.18 ± 0.26 1.41 ± 0.27 ± 0.84

Diboson <0.05 0.02 ± 0.01 ± 0.07 0.11 ± 0.04 ± 0.02 0.26 ± 0.12 ± 0.11

Drell-Yan <0.36 0.49 ± 0.49 ± 0.21 <0.002 <0.002

Total background 1.31 ± 0.37 ± 0.65 2.91 ± 0.89 ± 0.76 0.79 ± 0.28 ± 0.39 2.31 ± 0.40 ± 1.40

Signal MC Events (Λ = 50 TeV, tanβ = 20) 2.36 ± 0.30 ± 0.60 4.94 ± 0.45 ± 0.74 2.48 ± 0.30 ± 0.39 4.21 ± 0.38 ± 0.46

Data 4 1 1 3

Obs. (exp.) upper limit on number of signal events 7.7 (4.5) 3.2 (4.7) 3.7 (3.4) 5.2 (4.6)

Obs. (exp.) upper limit on visible cross-section (fb) 1.67 (0.95) 0.68 (0.99) 0.78 (0.72) 1.10 (0.98)

6.3 Background estimation in the τ +μ and τ + e channels

The top background contribution consists of events where
the muon (electron) candidate is a true muon (electron),
and the τ candidate can either be a true τ or a hadronic
jet mis-identified as a τ . On the other hand, the W + jets
background consists mainly of events where the τ candi-
date is mis-reconstructed from hadronic activity in the fi-
nal state. For this reason, the top CR is divided into two
subregions: one dominated by true τ candidates, defined
by 100 GeV < m

e,μ
T < 150 GeV, and one dominated by

fake ones (50 GeV < m
e,μ
T < 100 GeV). The same matrix

approach already described is then used to estimate the
true/fake top and W + jets background contributions to the
SR. The scaling factors obtained are about 0.6–0.8, with typ-
ical uncertainty of 15 %. The Z + jets background is much
smaller than the W + jets one, and it is estimated using MC
simulated events. The multi-jet background arises from mis-
identified prompt leptons. By comparing the rates of events
with and without the lepton isolation requirement, a data-
driven estimate is obtained following the method described
in Ref. [64].

The contribution from other sources of background con-
sidered (Drell-Yan and diboson events) is estimated in all
analyses using directly the MC normalizations, without ap-
plying any further scaling factor.

Table 3 summarizes the estimated numbers of back-
ground events in the SR for each channel.

7 Systematic uncertainties on the background

Various systematic uncertainties were studied and the ef-
fect on the number of expected background events in each

Table 4 Overview of the major systematic uncertainties and the MC
statistical uncertainty for the background estimates in the four channels
presented in this paper

Source of uncertainty 1τ 2τ τ + μ τ + e

CR to SR extrapolation 27 % 12 % 26 % 29 %

Jet energy resolution 21 % 6.5 % 5.4 % 13 %

Jet energy scale 20 % 4.8 % 11 % 8.5 %

τ energy scale 10 % 8.5 % 0.3 % 4.3 %

Pile-up modelling 5.1 % 14 % 20 % 3.5 %

MC statistics 21 % 32 % 39 % 46 %

channel presented was evaluated, following the approach of
Refs. [21, 22]. The dominant systematic uncertainties in the
different channels are summarized in Table 4.

The theoretical uncertainty on the MC-based corrected
extrapolation of the W + jets and top backgrounds from the
CR into the SR is estimated using alternative MC samples.
These MC samples were obtained by varying the renormal-
ization and factorisation scales, the functional form of the
factorisation scale and the matching threshold in the parton
shower process in the generators used for the simulation of
the events described in Sect. 3.

Systematic uncertainties on the jet energy scale (JES) and
jet energy resolution (JER) [57] are applied in MC events to
the selected jets and propagated throughout the analysis. The
difference in the number of expected background events ob-
tained with the nominal MC simulation after applying these
changes is taken as the systematic uncertainty.

The effect of the τ energy scale (TES) uncertainty on the
expected background is estimated in a similar way. The un-
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certainties from the jet and τ energy scale are treated as fully
correlated.

The uncertainties on the background estimation due to
the τ identification efficiency depend on the τ identification
algorithm (“loose” or “medium”), the kinematics of the τ

sample and the number of associated tracks. In the different
channels, they vary between 2–5 %.

A systematic uncertainty associated with the simulation
of pile-up in the MC events is also taken into account, with
uncertainties varying between 5–20 %.

The effect of the 1.8 % uncertainty on the luminosity
measurement [26, 27] is also considered on the normaliza-
tion of the background contributions for which scale factors
derived from CR regions were not applied (Drell-Yan and
diboson in all channels, and Z + jets in the τ + μ and τ + e

channels).
The total systematic uncertainties obtained in the 1τ , 2τ ,

τ + μ and τ + e channels are 52 %, 26 %, 49 % and 60 %,
respectively. The limited size of the MC samples used for
background estimation gives rise to a statistical error rang-
ing from 21 % in the 1τ channel to 46 % in the τ +e channel.

8 Signal efficiencies and systematic uncertainties

The GMSB signal samples are described in Sect. 3. The total
cross-section drops from 100 pb for Λ = 15 TeV to 5.0 fb
for Λ = 80 TeV. The cross-section for strong production,
for which this analysis has the largest efficiency, decreases
faster than the cross-sections for slepton and gaugino pro-
duction, such that for large values of Λ the selection effi-
ciency with respect to the total SUSY production decreases.
For the different final states, in the τ̃1 NLSP region the effi-
ciency is about 3 % for the 2τ channel, 1 % for the τ + μ

and τ + e channels, and 0.5 % for the 1τ channel. In the
non-τ̃1 NLSP regions and for high Λ values it drops to 0.1–
0.2 % for all final states. The total systematic uncertainty
on the signal selection from the various sources discussed
in Sect. 7 ranges between 10–15 % for the 1τ channel, 15–
18 % for the 2τ channel, 8–16 % for the τ + μ channel and
11–17 % for the τ + e channel over the GMSB signal grid.

Theoretical uncertainties related to the GMSB cross-
section predictions are obtained using the same procedure as
detailed in Ref. [22]. These uncertainties are calculated for
individual SUSY production processes and for each model
point in the GMSB grid, leading to overall theoretical cross-
section uncertainties between 5 % and 25 %.

9 Results

Table 3 summarizes the number of observed data events and
the number of expected background events in the four chan-
nels, with separate statistical and systematic uncertainties.

No significant excess is observed in any of the four signal
regions. From the numbers of observed data events and ex-
pected background events, upper limits at 95 % confidence
level (CL) of 7.7, 3.2, 3.7 and 5.2 signal events from any
scenario of physics beyond the SM are calculated in the 1τ ,
2τ , τ + μ and τ + e channels, respectively. Using only the
background predictions, expected limits of 4.5, 4.7, 3.4 and
4.6 events are obtained for the four channels (1τ , 2τ , τ + μ

and τ + e). The limits on the number of signal events are
computed using the profile likelihood method [68] and the
CLs criterion [69]. Uncertainties on the background and sig-
nal expectations are treated as Gaussian-distributed nuisance
parameters in the likelihood fit. The signal-event upper lim-
its translate into a 95 % CL observed (expected) upper limit
on the visible cross-section for new phenomena for each of
the four final states, defined by the product of cross-section,
branching fraction, acceptance and efficiency for the selec-
tions defined in Sect. 5. The results are summarized in Ta-
ble 3 for all channels. In order to produce the strongest pos-
sible 95 % CL limit on the GMSB model parameters Λ and
tanβ , a statistical combination of the four channels is per-
formed. The likelihood function representing the outcome
of the combination includes the statistical independence of
the four final states considered. The resulting observed and
expected lower limits for the combination of the four final
states are shown in Fig. 5. These limits are calculated in-

Fig. 5 Expected and observed 95 % CL lower limits on the minimal
GMSB model parameters Λ and tanβ . The dark grey area indicates
the region which is theoretically excluded due to unphysical sparticle
mass values. The different NLSP regions are indicated. In the CoNLSP
region the τ̃1 and the �̃R are the NLSPs. Additional model parameters
are Mmess = 250 TeV, N5 = 3, μ > 0 and Cgrav = 1. The limits from
the OPAL experiment [25] are shown for comparison. The recent AT-
LAS limit [22] obtained on a subset (2 fb−1) of the 2011 data in the 2τ

final state is also shown
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cluding all experimental and theoretical uncertainties on the
background and signal expectations. Excluding the theoreti-
cal uncertainties on the signal cross-section from the limit
calculation has a negligible effect on the limits obtained.
Figure 5 also includes the limits from OPAL [25] for com-
parison. The best exclusion from the combination of all fi-
nal states is obtained for Λ = 58 TeV for values of tanβ

between 45 and 55. The results extend previous limits and
values of Λ < 54 TeV are now excluded at 95 % CL, in the
regions where the τ̃1 is the next-to-lightest SUSY particle
(tanβ > 20).

10 Conclusions

A search for SUSY in final states with jets, Emiss
T , light

leptons (e/μ) and hadronically decaying τ leptons is per-
formed using 4.7 fb−1 of

√
s = 7 TeV pp collision data

recorded with the ATLAS detector at the LHC. In the four
final states studied, no significant excess is found above
the expected SM backgrounds. The results are used to set
model-independent 95 % CL upper limits on the number of
signal events from new phenomena and corresponding upper
limits on the visible cross-section for the four different final
states. Limits on the model parameters are set for a minimal
GMSB model. A lower limit on the SUSY breaking scale Λ

of 54 TeV is determined in the regions where the τ̃1 is the
next-to-lightest SUSY particle (tanβ > 20) by statistically
combining the result of the four analyses described in this
paper. The limit on Λ increases to 58 TeV for tanβ between
45 and 55. These results provide the most stringent test to
date of GMSB SUSY breaking models in a large part of the
parameter space considered.
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F. Fiedler81, A. Filipčič74, F. Filthaut104, M. Fincke-Keeler169, M.C.N. Fiolhais124a,h, L. Fiorini167, A. Firan40, G. Fischer42,
M.J. Fisher109, M. Flechl48, I. Fleck141, J. Fleckner81, P. Fleischmann174, S. Fleischmann175, T. Flick175, A. Floderus79,
L.R. Flores Castillo173, M.J. Flowerdew99, T. Fonseca Martin17, A. Formica136, A. Forti82, D. Fortin159a, D. Fournier115,
A.J. Fowler45, H. Fox71, P. Francavilla12, M. Franchini20a,20b, S. Franchino119a,119b, D. Francis30, T. Frank172, M. Franklin57,
S. Franz30, M. Fraternali119a,119b, S. Fratina120, S.T. French28, C. Friedrich42, F. Friedrich44, R. Froeschl30, D. Froide-
vaux30, J.A. Frost28, C. Fukunaga156, E. Fullana Torregrosa30, B.G. Fulsom143, J. Fuster167, C. Gabaldon30, O. Gabizon172,
T. Gadfort25, S. Gadomski49, G. Gagliardi50a,50b, P. Gagnon60, C. Galea98, B. Galhardo124a, E.J. Gallas118, V. Gallo17,
B.J. Gallop129, P. Gallus125, K.K. Gan109, Y.S. Gao143,e, A. Gaponenko15, F. Garberson176, M. Garcia-Sciveres15, C. Gar-
cía167, J.E. García Navarro167, R.W. Gardner31, N. Garelli30, H. Garitaonandia105, V. Garonne30, C. Gatti47, G. Gau-
dio119a, B. Gaur141, L. Gauthier136, P. Gauzzi132a,132b, I.L. Gavrilenko94, C. Gay168, G. Gaycken21, E.N. Gazis10, P. Ge33d,
Z. Gecse168, C.N.P. Gee129, D.A.A. Geerts105, Ch. Geich-Gimbel21, K. Gellerstedt146a,146b, C. Gemme50a, A. Gemmell53,
M.H. Genest55, S. Gentile132a,132b, M. George54, S. George76, P. Gerlach175, A. Gershon153, C. Geweniger58a, H. Gha-
zlane135b, N. Ghodbane34, B. Giacobbe20a, S. Giagu132a,132b, V. Giakoumopoulou9, V. Giangiobbe12, F. Gianotti30, B. Gib-
bard25, A. Gibson158, S.M. Gibson30, M. Gilchriese15, D. Gillberg29, A.R. Gillman129, D.M. Gingrich3,d, J. Ginzburg153,
N. Giokaris9, M.P. Giordani164c, R. Giordano102a,102b, F.M. Giorgi16, P. Giovannini99, P.F. Giraud136, D. Giugni89a,



Eur. Phys. J. C (2012) 72:2215 Page 13 of 22

M. Giunta93, P. Giusti20a, B.K. Gjelsten117, L.K. Gladilin97, C. Glasman80, J. Glatzer21, A. Glazov42, K.W. Glitza175,
G.L. Glonti64, J.R. Goddard75, J. Godfrey142, J. Godlewski30, M. Goebel42, T. Göpfert44, C. Goeringer81, C. Gössling43,
S. Goldfarb87, T. Golling176, A. Gomes124a,b, L.S. Gomez Fajardo42, R. Gonçalo76, J. Goncalves Pinto Firmino Da Costa42,
L. Gonella21, S. González de la Hoz167, G. Gonzalez Parra12, M.L. Gonzalez Silva27, S. Gonzalez-Sevilla49, J.J. Goodson148,
L. Goossens30, P.A. Gorbounov95, H.A. Gordon25, I. Gorelov103, G. Gorfine175, B. Gorini30, E. Gorini72a,72b, A. Gorišek74,
E. Gornicki39, B. Gosdzik42, A.T. Goshaw6, M. Gosselink105, M.I. Gostkin64, I. Gough Eschrich163, M. Gouighri135a,
D. Goujdami135c, M.P. Goulette49, A.G. Goussiou138, C. Goy5, S. Gozpinar23, I. Grabowska-Bold38, P. Grafström20a,20b,
K-J. Grahn42, E. Gramstad117, F. Grancagnolo72a, S. Grancagnolo16, V. Grassi148, V. Gratchev121, N. Grau35, H.M. Gray30,
J.A. Gray148, E. Graziani134a, O.G. Grebenyuk121, T. Greenshaw73, Z.D. Greenwood25,m, K. Gregersen36, I.M. Gregor42,
P. Grenier143, J. Griffiths8, N. Grigalashvili64, A.A. Grillo137, S. Grinstein12, Ph. Gris34, Y.V. Grishkevich97, J.-F. Gri-
vaz115, E. Gross172, J. Grosse-Knetter54, J. Groth-Jensen172, K. Grybel141, D. Guest176, C. Guicheney34, S. Guindon54,
U. Gul53, J. Gunther125, B. Guo158, J. Guo35, P. Gutierrez111, N. Guttman153, O. Gutzwiller173, C. Guyot136, C. Gwen-
lan118, C.B. Gwilliam73, A. Haas108, S. Haas30, C. Haber15, H.K. Hadavand8, D.R. Hadley18, P. Haefner21, F. Hahn30,
S. Haider30, Z. Hajduk39, H. Hakobyan177, D. Hall118, K. Hamacher175, P. Hamal113, K. Hamano86, M. Hamer54, A. Hamil-
ton145b,p, S. Hamilton161, L. Han33b, K. Hanagaki116, K. Hanawa160, M. Hance15, C. Handel81, P. Hanke58a, J.R. Hansen36,
J.B. Hansen36, J.D. Hansen36, P.H. Hansen36, P. Hansson143, K. Hara160, G.A. Hare137, T. Harenberg175, S. Harkusha90,
D. Harper87, R.D. Harrington46, O.M. Harris138, J. Hartert48, F. Hartjes105, T. Haruyama65, A. Harvey56, S. Hasegawa101,
Y. Hasegawa140, S. Hassani136, S. Haug17, M. Hauschild30, R. Hauser88, M. Havranek21, C.M. Hawkes18, R.J. Hawkings30,
A.D. Hawkins79, T. Hayakawa66, T. Hayashi160, D. Hayden76, C.P. Hays118, H.S. Hayward73, S.J. Haywood129, S.J. Head18,
V. Hedberg79, L. Heelan8, S. Heim88, B. Heinemann15, S. Heisterkamp36, L. Helary22, C. Heller98, M. Heller30, S. Hell-
man146a,146b, D. Hellmich21, C. Helsens12, R.C.W. Henderson71, M. Henke58a, A. Henrichs176, A.M. Henriques Correia30,
S. Henrot-Versille115, C. Hensel54, T. Henß175, C.M. Hernandez8, Y. Hernández Jiménez167, R. Herrberg16, G. Herten48,
R. Hertenberger98, L. Hervas30, G.G. Hesketh77, N.P. Hessey105, E. Higón-Rodriguez167, J.C. Hill28, K.H. Hiller42,
S. Hillert21, S.J. Hillier18, I. Hinchliffe15, E. Hines120, M. Hirose116, F. Hirsch43, D. Hirschbuehl175, J. Hobbs148,
N. Hod153, M.C. Hodgkinson139, P. Hodgson139, A. Hoecker30, M.R. Hoeferkamp103, J. Hoffman40, D. Hoffmann83,
M. Hohlfeld81, M. Holder141, S.O. Holmgren146a, T. Holy127, J.L. Holzbauer88, T.M. Hong120, L. Hooft van Huysduy-
nen108, S. Horner48, J-Y. Hostachy55, S. Hou151, A. Hoummada135a, J. Howard118, J. Howarth82, I. Hristova16, J. Hrivnac115,
T. Hryn’ova5, P.J. Hsu81, S.-C. Hsu15, D. Hu35, Z. Hubacek127, F. Hubaut83, F. Huegging21, A. Huettmann42, T.B. Huff-
man118, E.W. Hughes35, G. Hughes71, M. Huhtinen30, M. Hurwitz15, N. Huseynov64,q, J. Huston88, J. Huth57, G. Ia-
cobucci49, G. Iakovidis10, M. Ibbotson82, I. Ibragimov141, L. Iconomidou-Fayard115, J. Idarraga115, P. Iengo102a, O. Igonk-
ina105, Y. Ikegami65, M. Ikeno65, D. Iliadis154, N. Ilic158, T. Ince99, J. Inigo-Golfin30, P. Ioannou9, M. Iodice134a, K. Ior-
danidou9, V. Ippolito132a,132b, A. Irles Quiles167, C. Isaksson166, M. Ishino67, M. Ishitsuka157, R. Ishmukhametov109,
C. Issever118, S. Istin19a, A.V. Ivashin128, W. Iwanski39, H. Iwasaki65, J.M. Izen41, V. Izzo102a, B. Jackson120, J.N. Jack-
son73, P. Jackson1, M.R. Jaekel30, V. Jain60, K. Jakobs48, S. Jakobsen36, T. Jakoubek125, J. Jakubek127, D.O. Jamin151,
D.K. Jana111, E. Jansen77, H. Jansen30, A. Jantsch99, M. Janus48, G. Jarlskog79, L. Jeanty57, I. Jen-La Plante31, D. Jen-
nens86, P. Jenni30, A.E. Loevschall-Jensen36, P. Jež36, S. Jézéquel5, M.K. Jha20a, H. Ji173, W. Ji81, J. Jia148, Y. Jiang33b,
M. Jimenez Belenguer42, S. Jin33a, O. Jinnouchi157, M.D. Joergensen36, D. Joffe40, M. Johansen146a,146b, K.E. Johans-
son146a, P. Johansson139, S. Johnert42, K.A. Johns7, K. Jon-And146a,146b, G. Jones170, R.W.L. Jones71, T.J. Jones73, C. Jo-
ram30, P.M. Jorge124a, K.D. Joshi82, J. Jovicevic147, T. Jovin13b, X. Ju173, C.A. Jung43, R.M. Jungst30, V. Juranek125,
P. Jussel61, A. Juste Rozas12, S. Kabana17, M. Kaci167, A. Kaczmarska39, P. Kadlecik36, M. Kado115, H. Kagan109,
M. Kagan57, E. Kajomovitz152, S. Kalinin175, L.V. Kalinovskaya64, S. Kama40, N. Kanaya155, M. Kaneda30, S. Kaneti28,
T. Kanno157, V.A. Kantserov96, J. Kanzaki65, B. Kaplan108, A. Kapliy31, J. Kaplon30, D. Kar53, M. Karagounis21,
K. Karakostas10, M. Karnevskiy42, V. Kartvelishvili71, A.N. Karyukhin128, L. Kashif173, G. Kasieczka58b, R.D. Kass109,
A. Kastanas14, M. Kataoka5, Y. Kataoka155, E. Katsoufis10, J. Katzy42, V. Kaushik7, K. Kawagoe69, T. Kawamoto155,
G. Kawamura81, M.S. Kayl105, S. Kazama155, V.A. Kazanin107, M.Y. Kazarinov64, R. Keeler169, P.T. Keener120, R. Ke-
hoe40, M. Keil54, G.D. Kekelidze64, J.S. Keller138, M. Kenyon53, O. Kepka125, N. Kerschen30, B.P. Kerševan74, S. Ker-
sten175, K. Kessoku155, J. Keung158, F. Khalil-zada11, H. Khandanyan146a,146b, A. Khanov112, D. Kharchenko64, A. Khodi-
nov96, A. Khomich58a, T.J. Khoo28, G. Khoriauli21, A. Khoroshilov175, V. Khovanskiy95, E. Khramov64, J. Khubua51b,
H. Kim146a,146b, S.H. Kim160, N. Kimura171, O. Kind16, B.T. King73, M. King66, R.S.B. King118, J. Kirk129, A.E. Kiryunin99,
T. Kishimoto66, D. Kisielewska38, T. Kitamura66, T. Kittelmann123, K. Kiuchi160, E. Kladiva144b, M. Klein73, U. Klein73,
K. Kleinknecht81, M. Klemetti85, A. Klier172, P. Klimek146a,146b, A. Klimentov25, R. Klingenberg43, J.A. Klinger82,
E.B. Klinkby36, T. Klioutchnikova30, P.F. Klok104, S. Klous105, E.-E. Kluge58a, T. Kluge73, P. Kluit105, S. Kluth99,
E. Kneringer61, E.B.F.G. Knoops83, A. Knue54, B.R. Ko45, T. Kobayashi155, M. Kobel44, M. Kocian143, P. Kodys126,



Page 14 of 22 Eur. Phys. J. C (2012) 72:2215

K. Köneke30, A.C. König104, S. Koenig81, L. Köpke81, F. Koetsveld104, P. Koevesarki21, T. Koffas29, E. Koffeman105,
L.A. Kogan118, S. Kohlmann175, F. Kohn54, Z. Kohout127, T. Kohriki65, T. Koi143, G.M. Kolachev107,*, H. Kolanoski16,
V. Kolesnikov64, I. Koletsou89a, J. Koll88, A.A. Komar94, Y. Komori155, T. Kondo65, T. Kono42,r, A.I. Kononov48, R. Kono-
plich108,s, N. Konstantinidis77, R. Kopeliansky152, S. Koperny38, K. Korcyl39, K. Kordas154, A. Korn118, A. Korol107, I. Ko-
rolkov12, E.V. Korolkova139, V.A. Korotkov128, O. Kortner99, S. Kortner99, V.V. Kostyukhin21, S. Kotov99, V.M. Kotov64,
A. Kotwal45, C. Kourkoumelis9, V. Kouskoura154, A. Koutsman159a, R. Kowalewski169, T.Z. Kowalski38, W. Kozanecki136,
A.S. Kozhin128, V. Kral127, V.A. Kramarenko97, G. Kramberger74, M.W. Krasny78, A. Krasznahorkay108, J.K. Kraus21,
S. Kreiss108, F. Krejci127, J. Kretzschmar73, N. Krieger54, P. Krieger158, K. Kroeninger54, H. Kroha99, J. Kroll120, J. Krose-
berg21, J. Krstic13a, U. Kruchonak64, H. Krüger21, T. Kruker17, N. Krumnack63, Z.V. Krumshteyn64, M.K. Kruse45, T. Kub-
ota86, S. Kuday4a, S. Kuehn48, A. Kugel58c, T. Kuhl42, D. Kuhn61, V. Kukhtin64, Y. Kulchitsky90, S. Kuleshov32b, C. Kum-
mer98, M. Kuna78, J. Kunkle120, A. Kupco125, H. Kurashige66, M. Kurata160, Y.A. Kurochkin90, V. Kus125, E.S. Kuw-
ertz147, M. Kuze157, J. Kvita142, R. Kwee16, A. La Rosa49, L. La Rotonda37a,37b, L. Labarga80, J. Labbe5, S. Lablak135a,
C. Lacasta167, F. Lacava132a,132b, J. Lacey29, H. Lacker16, D. Lacour78, V.R. Lacuesta167, E. Ladygin64, R. Lafaye5,
B. Laforge78, T. Lagouri176, S. Lai48, E. Laisne55, M. Lamanna30, L. Lambourne77, C.L. Lampen7, W. Lampl7, E. Lancon136,
U. Landgraf48, M.P.J. Landon75, V.S. Lang58a, C. Lange42, A.J. Lankford163, F. Lanni25, K. Lantzsch175, S. Laplace78,
C. Lapoire21, J.F. Laporte136, T. Lari89a, A. Larner118, M. Lassnig30, P. Laurelli47, V. Lavorini37a,37b, W. Lavrijsen15, P. Lay-
cock73, O. Le Dortz78, E. Le Guirriec83, E. Le Menedeu12, T. LeCompte6, F. Ledroit-Guillon55, H. Lee105, J.S.H. Lee116,
S.C. Lee151, L. Lee176, M. Lefebvre169, M. Legendre136, F. Legger98, C. Leggett15, M. Lehmacher21, G. Lehmann
Miotto30, M.A.L. Leite24d, R. Leitner126, D. Lellouch172, B. Lemmer54, V. Lendermann58a, K.J.C. Leney145b, T. Lenz105,
G. Lenzen175, B. Lenzi30, K. Leonhardt44, S. Leontsinis10, F. Lepold58a, C. Leroy93, J-R. Lessard169, C.G. Lester28,
C.M. Lester120, J. Levêque5, D. Levin87, L.J. Levinson172, A. Lewis118, G.H. Lewis108, A.M. Leyko21, M. Leyton16, B. Li83,
H. Li148, H.L. Li31, S. Li33b,t, X. Li87, Z. Liang118,u, H. Liao34, B. Liberti133a, P. Lichard30, M. Lichtnecker98, K. Lie165,
W. Liebig14, C. Limbach21, A. Limosani86, M. Limper62, S.C. Lin151,v, F. Linde105, J.T. Linnemann88, E. Lipeles120, A. Lip-
niacka14, T.M. Liss165, D. Lissauer25, A. Lister49, A.M. Litke137, C. Liu29, D. Liu151, H. Liu87, J.B. Liu87, L. Liu87,
M. Liu33b, Y. Liu33b, M. Livan119a,119b, S.S.A. Livermore118, A. Lleres55, J. Llorente Merino80, S.L. Lloyd75, E. Lobodzin-
ska42, P. Loch7, W.S. Lockman137, T. Loddenkoetter21, F.K. Loebinger82, A. Loginov176, C.W. Loh168, T. Lohse16, K. Lo-
hwasser48, M. Lokajicek125, V.P. Lombardo5, R.E. Long71, L. Lopes124a, D. Lopez Mateos57, J. Lorenz98, N. Lorenzo Mar-
tinez115, M. Losada162, P. Loscutoff15, F. Lo Sterzo132a,132b, M.J. Losty159a,*, X. Lou41, A. Lounis115, K.F. Loureiro162,
J. Love6, P.A. Love71, A.J. Lowe143,e, F. Lu33a, H.J. Lubatti138, C. Luci132a,132b, A. Lucotte55, A. Ludwig44, D. Lud-
wig42, I. Ludwig48, J. Ludwig48, F. Luehring60, G. Luijckx105, W. Lukas61, L. Luminari132a, E. Lund117, B. Lund-Jensen147,
B. Lundberg79, J. Lundberg146a,146b, O. Lundberg146a,146b, J. Lundquist36, M. Lungwitz81, D. Lynn25, E. Lytken79, H. Ma25,
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