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Abstract

The existence of dark matter has been inferred by several experiments
through measurements of its gravitational effects. However, dark matter has
not been observed directly, meaning that we do not know what it is made
of. Furthermore, the Standard Model of particle physics does not contain
a viable dark matter candidate, making new physics beyond the Standard
Model necessary to explain dark matter. One possible candidate for particle
dark matter is Weakly Interacting Massive Particles (WIMPs). Supersym-
metry is an extension of the Standard Model where WIMPs frequently arise.
In this thesis two methods of searching for dark matter are investigated.
One involves searching for the production of supersymmetric particles at the
Large Hadron Collider (LHC), and the other searching for annihilation prod-
ucts of naturally occurring WIMPs with the planned experiment Cherenkov
Telescope Array (CTA).

The main part of this thesis, Part II, is devoted to presenting two searches
for supersymmetry using data collected by the ATLAS experiment at the
LHC at CERN. In both analyses, supersymmetric events are searched for in
final states containing jets, Emiss

T , and at least one τ lepton. The first search
is performed using 4.7 fb−1 of data collected at a centre of mass energy of 7
TeV during 2011. The second search makes use of 20.3 fb−1 of data collected
at a centre of mass energy of 8 TeV in 2012. As no excesses with respect to
the Standard Model expectations are observed in either of the searches, upper
limits on contributions from new physics are derived. The results are also
interpreted in the context of different supersymmetric models, and exclusion
limits are set on the model parameters.

In the last part of the thesis, Part III, the expected sensitivity of CTA
to WIMP annihilations into monochromatic photon pairs in the Galactic
Centre is evaluated. When comparing the projected sensitivity to results
from current experimental facilities, it is found that CTA should provide
more stringent exclusion limits across a wide range of WIMP masses than
achieved by current experiments.
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Chapter 1

Introduction

The model describing all known elementary particles and their interactions,
the Standard Model of particle physics, was developed in the 1970s and
has proved remarkably successful. Since its inception it has both accurately
predicted new particles and phenomena, and survived increasingly accurate
tests of its predictions in particle physics experiments. The most recent, and
possibly greatest, triumph of the Standard Model was the 2012 discovery
of the Higgs Boson, commonly lauded as the missing piece in the Standard
Model jigsaw puzzle. All the particles predicted by the model had now been
discovered, and the mechanism for incorporating particle mass in the model
was accounted for.

Despite the triumphs of the Standard Model there is strong experimental
evidence for the existence of physics phenomena that it does not describe.
The perhaps most compelling piece of evidence comes from distance scales
far removed from the microscopic distances of subatomic particles, namely
the scales of galaxies and galaxy clusters, and the domains of astrophysics
and cosmology. There, it has been shown that the universe consists of ap-
proximately five times as much of an unknown form of matter, called dark
matter, compared to the ordinary, baryonic matter surrounding us every day.
As the Standard Model does not provide an explanation for dark matter, we
must look to new theories to explain it, while at the same time ensuring that
the features of the Standard Model that have resulted in such an extraordi-
nary agreement with particle physics experiments are preserved. The task of
particle physics is then to determine the particle type, or types, constituting
dark matter along with the model describing such new types of particles.

There are three principal approaches to pinpointing the nature of dark
matter – direct detection experiments concerned with measuring collisions
between naturally occurring dark matter particles and ordinary matter; in-
direct detection experiments aiming at measuring the decay or annihilation
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products of naturally occurring dark matter; and finally, collider experiments
that aim to produce and study dark matter particles under laboratory con-
ditions. In this thesis, examples of the two latter approaches will be inves-
tigated through analysis of data from the ATLAS experiment at the Large
Hadron Collider (LHC) at CERN, along with a study of the expected sensi-
tivity to dark matter signatures at the planned experiment named Cherenkov
Telescope Array (CTA).

The main part of this thesis is concerned with one of the most studied
extensions of the Standard Model, called supersymmetry. In addition to its
many theoretically appealing features it, in many cases, gives rise to a dark
matter candidate in the lightest supersymmetric particle (LSP). One of the
primary goals of the LHC, and its accompanying experiments, has been to
search for manifestations of such a new symmetry. A prominent detector
signature expected in collisions where supersymmetric particles of high mass
are created, is energetic jets produced as the initial supersymmetric particles
decay. Furthermore, an observed transverse momentum imbalance (Emiss

T ) in
the collision is expected to arise from the LSP, and dark matter candidate,
escaping detection. Depending on the specific supersymmetric theory, and
the preferred decay of the supersymmetric particles, such collisions could also
result in final states containing τ leptons.

During my PhD project period I have been one of the main analysers in
the ATLAS SUSY with taus working group, where I have worked on the one
τ analysis channel. There, I have been one of the principal responsible for all
aspects of the analysis including general code development and data manage-
ment, devising methods for background estimation, defining control regions
and optimising signal selections, estimating systematic and theoretical uncer-
tainties, statistical interpretations and combination of the achieved results, as
well as documenting results and working through the ATLAS review process
towards publications. The work has contributed to three ATLAS publica-
tions using the Run I data. The first based on 7 TeV data collected in 2011
and published as an ATLAS paper in the autumn of 2012 [1]; the second a
conference note published in the spring of 2013 using 8 TeV data collected
in 2012 [2], and also presented at EPS HEP 2013 [3]; before the final publi-
cation using the 2012 dataset was published in the autumn of 2014 [4]. The
latter result was later included in a paper summarising ATLAS run I SUSY
searches for squarks and gluinos [5], and re-interpreted in the context of the
pMSSM in [6]. The results from [2] will not be presented here, as they were
later superseded by those in [4]. Supporting internal ATLAS documents for
the two analyses presented can be found in [7] and [8] respectively.

The last part of the thesis will investigate the prospect of detecting the
annihilation products of naturally occurring dark matter in the Galactic Cen-
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tre. Specifically, the sensitivity of the Cherenkov Telescope Array to Weakly
Interacting Massive Particle (WIMP) dark matter annihilating into photon
pairs in this region will be investigated. Such a signal is often considered a
"smoking gun" signature of dark matter as the monochromatic energy of the
resulting photons would result in a striking experimental signature.

Part I of this thesis briefly introduces the theoretical background and mo-
tivation for these studies. There, Chapter 2 provides a brief introduction to
the main concepts of the Standard Model. Chapter 3 deals with the experi-
mental evidence and most commonly considered candidates for dark matter.
Finally, Chapter 4 will discuss the main concepts of supersymmetry and its
implications for dark matter. For a more rigorous review of supersymmetry,
see for example [9]. Part II presents my own work in searches for super-
symmetry in final states with Emiss

T , jets and one τ lepton in ATLAS run I
data collected in 2011 at a collision energy of 7 TeV, and in 2012 at a cen-
tre of mass energy of 8 TeV. Part III introduces the Cherenkov Telescope
Array, which is a planned indirect detection experiment, and a study of the
expected sensitivity of the experiment to WIMP dark matter annihilating
into two photons in the Galactic Centre.





Part I

Theoretical Background and
Motivation





Chapter 2

The Standard Model of
Particle Physics

According to the Standard Model of particle physics [10, 11] all matter is
made of fermions, and the forces acting upon them are mediated by force
carrying particles called gauge bosons. Whereas the fermions have half-
integer spin, the gauge bosons all have integer spin. Fermions are divided
in two categories, named leptons and quarks, and come in three generations.
Each generation consists of an up-type and down-type quark with fractional
electric charges, a charged lepton and a neutral neutrino. With the exception
of the neutrinos, which are close to massless, the fermion masses increase with
each generation. The up and down quarks together with the electron and
the electron neutrinos are collectively referred to as first generation fermions,
and make up the atoms and molecules of the matter that surrounds us every
day. The heavier particles belonging to the second and third generations,
however, are unstable and will rapidly decay into first generation particles.
To create, and study, the short lived and heavier generations of matter a
high energy environment is needed, such as the one created when colliding
particles using particle accelerators.

The force-carrying gauge bosons – photons, W/Z bosons and gluons –
are responsible for transmitting the electromagnetic, weak and strong force
respectively. The photon itself is electrically neutral and interacts with all
electrically charged particles. The transmitter of the strongest force, the
gluon, is – like the photon – massless and electrically neutral, and is respon-
sible for binding atomic nuclei. It acts on particles carrying colour charge,
which comes in three values (red, green and blue), namely quarks and glu-
ons themselves. The final force included in the standard model is the weak
force. As the name suggests, it is the weakest of the three, and is responsible
for radioactive decay. Unlike the other force carriers, the W± and Z bosons
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that mediate the weak force are both massive, and the W± additionally have
electrical charge ±1. The weak force acts upon all fermions and is the only
force that is able to transform fermions between generations. The Stan-
dard Model does not include a description of the gravitational force, whose
strength is negligible compared to the other forces at the scales relevant to
particle physics. Incorporating gravity in a quantum theory of physics has,
however, been one of the long standing challenges of physics.

The last of the Standard Model particles is the Higgs boson. Unlike the
gauge bosons the Higgs boson carries no spin, making it a scalar boson. It
is responsible for giving mass to the fermions and gauge bosons. It was
discovered at CERN during my time as a PhD student in the summer of
2012, and was as such the last, and final, Standard Model particle to be
discovered.

Formally the Standard Model is described by a renormalisable gauge the-
ory based on the symmetry group SU(3)C×SU(2)L×U(1)Y . The simplest
example of a gauge theory is QED, which describes electromagnetic interac-
tions between charged fermions independently of the other forces. There, the
mediator of the electromagnetic force is introduced by requiring invariance
of the theory under local, i.e. space-time dependent, U(1) gauge transfor-
mations. In the Standard Model, however, the electroweak force is jointly
described by the group SU(2)L×U(1)Y . Similarly to QED, imposing invari-
ance under local gauge transformations gives rise to massless gauge bosons of
the electroweak interaction. We know, however, that the carriers of the weak
force do in fact have mass. These masses, along with the fermion masses,
are generated through a mechanism called electroweak symmetry breaking
(ESWB), which gives rise to a neutral scalar boson – the Higgs boson. The
strong force is similarly described by quantum chromodynamics (QCD) and
the group SU(3)C , and results in 8 massless force carriers, namely the gluons.
The following sections will give a brief, but slightly more formal, overview of
the main components of the Standard Model following that found in reference
[12]

2.1 Quantum Electrodynamics
Quantum Electrodynamics (QED) describes the electromagnetic interactions
of charged particles. The Lagrangian L for the massless electromagnetic field
Aµ = (V,Ax, Ay, Az) interacting with a spin-1

2 field ψ of bare mass m is given
by

LQED = −1
4FµνF

µν + ψ(iγµDµ −m)ψ (2.1)
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The electromagnetic field tensor, Fµν , is given by Equation 2.2, while the
covariant derivative, Dµν is given by Equation 2.3.

Fµν = ∂µAν − ∂νAµ (2.2)
Dµ = ∂µ − ieAµQ (2.3)

e is the unit of electric charge and Q is the charge operator. In this form the
QED Lagrangian is invariant under the local U(1) gauge transformations:

ψ(x)→ eiα(x)ψ(x) = U(x)ψ(x) (2.4)
Aµ(x)→ Aµ(x) + ∂µα(x) (2.5)

The second term of the covariant derivate is introduced to ensure that the
Lagrangian is invariant under the above transformation. This in turn in-
troduces an interaction term between the electromagnetic field Aµ and the
spin-1

2 field ψ, of the form −eψγµAµψ.
The weak and strong force may be described similarly using the two other

symmetry groups of the Standard Model – SU(2) and SU(3). The weak
interaction described by the internal symmetry group, SU(2), can be unified
with electromagnetic interaction, which is the topic of the next section.

2.2 The Electroweak Model
Just as a Lagrangian with U(1) symmetry can be used to describe elec-
tromagnetic interactions, a SU(2) gauge model is suitable to describe weak
interactions. The free-field Lagrangian of spin-1/2 fields that transform as
doublets is

L = ψ̄(iγµ∂µ −m)ψ, (2.6)

and once more invariance under local gauge transformations is required

ψ(x)→ eigα(x)·Tψ(x). (2.7)

Here T is an operator whose components, Ti, are the generators of SU(2).
SU(N) groups are non-abelian meaning their generators do not commute

[Ti, Tj] = iεijkTk. (2.8)

Equation 2.6 can be made invariant by replacing ∂µ with a covariant
derivate

Dµ = ∂µ + igWµ · T , (2.9)
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provided a triplet of fields Wµ exist and transform as

Wµ →Wµ + ∂µα(x) + gα(x)×Wµ. (2.10)

The additional term in the transformation of the field with respect to the
QED case is due to the symmetry group being non-abelian. The W-field part
of the Lagrangian must also be made invariant which is achieved by adding
−1

4Wµν ·W µν to the Lagrangian in Equation 2.6 with

Wµν = ∂µWν − ∂νWµ − gWµ ×Wν . (2.11)

In addition to the kinetic energy terms, this introduces self-couplings of the
Wµ fields. The self couplings, which are not present in QED, is again a con-
sequence of the non-abelian symmetry group. The tripletW consists of two
charged and a neutral boson to transmit the weak force. However, these
bosons are massless and do not obey the left-handed structure of charged-
current couplings observed experimentally. The solution to these problems,
along with the introduction of a unified description of weak and electromag-
netic interactions, will be described in the following.

Experimentally, charged-current weak interactions are found to act upon
left-handed fermion states only. This is reflected in the Standard Model by
the fact that SU(2) gauge symmetry is imposed only on left-handed fermion
fields, with left- and right-handed fields defined as

ψL = 1
2(1− γ5)ψ, ψR = 1

2(1 + γ5)ψ. (2.12)

Fermions are classified in weak isospin left-handed doublets, and right handed
singlets (

νl
l

)
L

,

(
u
d

)
L

, lR, uR, dR (2.13)

where l, u, d and ν denote the leptons, up-type quarks, down-type quarks
and neutrinos of the Standard Model respectively, and L and R indicate
handedness. The associated conserved quantity is weak isospin TL.

Introducing an additional U(1)Y symmetry with conserved quantum num-
ber Y, called weak hypercharge, the weak and electromagnetic forces may be
collectively described. The relation between these quantum numbers and the
electric charge Q is

Q = T3 + 1
2Y. (2.14)

Right handed fermions transform only under U(1)Y , while left-handed
fermions transform under both SU(2)L and U(1)Y . This leads to the fol-
lowing Lagrangian with separate fermion terms for left and right-handed
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fields
L = −1

4Wµν ·Wµν −
1
4B

µνBµν + ψ̄iγµDµψ, (2.15)

where Wµ is an SU(2)L isotriplet, and Bµ is an U(1)Y singlet. Bµν and the
covariant derivate, Dµ, are defined as

Bµν = ∂Bν − ∂νBµ (2.16)

Dµ = ∂µ + igWµ ·T + ig
′ 1
2BµY. (2.17)

The Lagrangian is invariant under local gauge transformations for SU(2)L
and U(1)Y independently. In order to have a unified description of the weak
and electromagnetic interactions, the neutral term of the covariant derivate
must include the electromagnetic term. Therefore W3 and B can be written
as a linear combination of the electromagnetic field A and another neutral
field Z (

W3
B

)
=
(

cos θW sin θW
− sin θW cos θW

)(
Z
A

)
(2.18)

Introducing the above into the covariant derivative and using the relation in
Equation 2.14, it is found that

g = e

sin θW
, g

′ = e

cos θW
. (2.19)

For a given θW both the gauge couplings, g and g
′ , are determined by the

electric charge, e, and the weak and electromagnetic interactions are said
to be unified. The theory describes two neutral and two charged fields that
correspond to the γ, Z and W± gauge bosons respectively. The interaction
of these with the fermion fields, ψ, appear from the term in the Lagrangian
containing the covariant derivate, as in QED.

As it stands, both the gauge bosons and fermions are massless. A fermion
mass term, mΨ̄Ψ = mΨ̄LΨR +mΨ̄RΨL, for example, would not be invariant
under SU(2)L since the left and right-handed fields transform differently.
The mechanism for giving mass to these particles is introduced in the next
section.

2.3 The Higgs Mechanism
In the Standard Model the fermion and gauge fields are given masses by
introducing a SU(2)L doublet of scalar fields Φ that spontaneously break the
SU(2)L×U(1) symmetry. This introduces a neutral spin-0 particle, the Higgs
boson. Yukawa couplings of Φ to the fermions are responsible for giving mass
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to the fermions. These couplings will not be discussed further, but it is worth
noting that an arbitrary coupling parameter is introduced for each fermion.
Meaning that the Higgs mechanism does not in the end explain the fermion
mass values.

The term responsible for the gauge boson masses can be written as

LΦ = |DµΦ|2 − V
(
|Φ|2

)
, (2.20)

where the scalar potential V is

V = µ2|Φ|2 + λ|Φ|4. (2.21)

And the isodoublet
Φ =

(
φ+

φ0

)
, (2.22)

where φ+ and φ0 are complex fields. Classically this potential has a degener-
ate non-zero minimum for |Φ| when µ2 < 0. Which translates to a non-zero
vacuum expectation value for |Φ| in quantum field theory. This non-vanishing
vacuum expectation value selects a preferred direction in weak isospin and
hypercharge space, breaking the SU(2)×U(1) symmetry in the process. This
is referred to as spontaneous symmetry breaking. Φ(x) can be written as

Φ(x) = 1√
2

(
0

v +H(x)

)
. (2.23)

Introducing the covariant derivate of the physical fields into the Lagrangian,
the W and the Z fields acquire mass through their coupling to the Higgs field:

MW = 1
2gv, MZ = MW

cos θW
. (2.24)

As the photon field does not couple to the Higgs it remains massless. The
Higgs mass itself is given by

mH =
√
−2µ2. (2.25)

2.4 Quantum Chromodynamics
Strong interactions may be described by a local, non-abelian gauge theory of
SU(3) in a manner analogous to the SU(2) case described in Section 2.2. The
resulting theory describes particles carrying colour charge – three coloured
quarks of each flavour, and eight force carriers of the strong force called
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gluons. Due to the non-abelian nature of the theory the gluons have self-
interactions.

Two important characteristics of QCD are the properties known as con-
finement and asymptotic freedom. Confinement refers to the fact that
coloured particles cannot appear in isolation, but are always confined inside
hadrons – such as mesons and baryons, which are bound states of quarks.
This is the reason quarks and gluons are observed as jets of hadrons clus-
tered together along the direction of the initial particle at particle colliders.
It is due to the fact that as two quarks are pulled apart the strong attrac-
tion between them grows, until it becomes energetically favorable for quark
pairs to be created from the vacuum forming hadrons. This process is re-
ferred to as hadronisation. Asymptotic freedom means that the strong force
grows weaker at small distances and high energies. As a consequence quarks
behave as free particles inside baryons, such as in the colliding protons at
the LHC.

2.5 Shortcomings of the Standard Model
Although the Standard Model has been very successful in predicting and
describing observations from particle physics experiments, there are both ex-
perimental and theoretical reasons to believe that it does not tell the full
story. This has motivated a broad effort, both theoretically and experimen-
tally, in searches for physics beyond the Standard Model that would alleviate
these problems. The fact that the theory, as already mentioned, does not
incorporate gravity makes it an effective theory valid only below a certain
energy cut off scale, and does not allow for a unification of all the forces
of nature. Similarly, the couplings of the forces described by the Standard
Model do not converge at a common point at higher energy scales, which is
a requirement for a unified description of the forces in a Grand Unified The-
ory (GUT). Other arguments of a more aesthetic nature can be made in that
there is no apparent reason, other than the fact that it works, behind the
choice of gauge group describing the model. Furthermore, the masses and
mixing matrices of the model are free parameters that need to be determined
experimentally and inserted into the theory. The lack of an explanation for
these measured values is compounded by the fact that they span values of
several orders of magnitude without any mechanism in the model to explain
such a large range of values, nor why there should be only three generations
of fermions.

Perhaps the most compelling theoretical argument for physics beyond the
Standard Model is a fine tuning problem called the hierarchy problem. It re-
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flects the fact that the Higgs mass is subject to large quantum corrections
that depend on a much larger energy scale, often taken to be the Planck
scale, than the electroweak scale of the physical Higgs mass. Therefore a
large degree of fine tuning is required for the Higgs mass to remain at the
electroweak scale despite the radiative corrections from the particles it cou-
ples to. The name hierarchy problem was chosen due to the fact that the
problem arises from the difference in order of magnitude between the energy
scales involved in the calculation of the Higgs mass corrections. For example
the correction to the Higgs mass received from a fermion can be written as

∆m2
H = −| λf |

2

8π2 Λ2
UV + · · · , (2.26)

where Λ2
UV is an ultraviolet energy scale which could be taken to be the

energy scale of potential new physics contributions, or the Planck scale, where
gravitational effects will become significant. As the top quark is the Standard
Model particle with the strongest coupling to the Higgs field it is also the
one responsible for the largest quantum correction.

From the experimental point of view, the most noticeable problem of the
Standard Model is that in its canonical version the neutrinos are massless.
Observations of neutrino mixing have, on the other hand, shown that neutri-
nos actually have a non-zero mass. There are, however, ways of incorporat-
ing massive neutrinos in the Standard Model, where the correct mechanism
for generating the masses depend on the nature of the neutrinos, whether
they are dirac or majorana particles, which is yet to be determined experi-
mentally. Furthermore, the Standard Model does not explain the observed
matter-anti-matter asymmetry in the universe, as it does not provide enough
CP-violation. Likewise there is no explanation as to why there is no, or very
little, CP-violation related to the strong force, which is often referred to as
the strong CP problem. Perhaps the most significant, and certainly the most
direct, indication that the Standard Model is not sufficient to describe known
physics is the observation of dark matter in astrophysics and cosmology ex-
periments. Convincing arguments can be made that this unknown matter
is made of a new species of particles whose origin is yet to be determined
by particle physics experiments. The following section will discuss the main
evidence for the existence of dark matter, along with possible dark matter
candidates.
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Dark Matter

The fact that a large portion of the Universe consist of an, as of yet, unknown
type of matter has been established by a series of astrophysical and cosmo-
logical measurements carried out over the last several decades. However, the
existence of this new type of matter has only been inferred through gravita-
tional effects, leaving its constituents undetermined. Due to the fact that this
new type of matter does not exhibit strong or electromagnetic interactions,
and hence does not absorb or emit light, it has been dubbed dark matter.
Section 3.1 will review the experimental evidence for dark matter, before the
possible candidates constituting the observed dark matter are outlined in
Section 3.2. These sections are primarily based on [13] and [14] respectively,
where more complete reviews can be found.

3.1 Evidence for Dark Matter
The first indication of dark matter [15] appeared already in 1933 when Fritz
Zwicky found that the velocity dispersion of the galaxies in the Coma galaxy
cluster were such that they could not be explained by the gravitational pull
of the visible matter in the cluster alone. From his measurements he inferred
that most of the galactic mass was made out of unseen, non-luminous, matter
that he called ’dunkle Materie’. Although Zwicky’s estimates of the amount of
dark matter has later been adjusted, his measurements were the first of many
to indicate the presence of a new type of matter, and numerous experiments
has pointed towards the existence of dark matter since then.

Additional evidence for dark matter at the scale of galaxy clusters are ob-
tained from gravitational lensing effects, and properties of the X-rays emitted
by the hot gas in the clusters. From the equations describing a spherically
symmetric, ideal gas in hydrostatic equilibrium the temperature of the gas
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Figure 3.1: Galaxy cluster 1E 0657-56, the bullet cluster, formed after the
collision of two galaxy clusters. Hot gas detected by Chandra in X-rays is
shown in pink, while the mass inferred from gravitational lensing is shown in
blue [16].

in a cluster can be described by [13]

kT ≈ (1.3− 1.8) keV
(
M(r)

1014M�

)(
1Mpc
r

)
, (3.1)

where M(r) is the mass within radius r. It turns out that considering the
baryonic matter only when calculating M(r) is not sufficient to obtain the
observed temperature of T = 10 keV, suggesting the existence of additional
matter in the clusters.

Gravitational lensing occurs as a direct consequence of Einstein’s the-
ory of general relativity which predicts that light, rather than travelling in
straight lines, is bent by gravitational fields. Using this effect the gravita-
tional mass of a cluster can be inferred from the distortions observed in the
images of background objects, whose light is bent as it is exposed to the
cluster’s gravitational pull. The most famous result based on gravitational
lensing is undoubtedly the bullet cluster, which shows two galaxy clusters
colliding [17] as seen in Figure 3.1. As the clusters pass through one-another
the baryonic matter, mostly hot gas, interacts, decelerates and leaves shock
waves in their wake. From gravitational lensing however, it can be seen that
most of the matter in the galaxies pass through practically unperturbed, in-
dicating that most of the matter interacts only weakly with baryonic matter,
as well as itself. These measurements at the scale of galaxy clusters imply a
dark matter mass density of ΩDM ∼ 0.2− 0.3 [18, 19, 20] in the Universe.
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Figure 3.2: Galactic rotation curve where the dotted, dashed and dash-dotted
lines are the contributions of gas, disk and dark matter, respectively [21].

Perhaps the most compelling evidence for dark matter are the measure-
ments of galactic rotation curves [22, 21, 23]. The first to measure these
rotational velocities of stars and gas as a function of their distance from the
galactic center was Vera Rubin towards the late 1970s [22]. She showed that
these velocities did not behave as expected when only considering the visible
matter of the galaxies. The circular velocity v of an object orbiting a galaxy
at radius r is in Newtonian mechanics given by

v(r) =
√
GM(r)

r
, (3.2)

where the mass inside the orbit M(r) ≡ 4π
∫
ρ(r)r2dr, and ρ(r) is the mass

density profile. If the mass of the galaxy is made out of visible, luminous
matter only we would expect the velocities to be falling ∝ 1/

√
r if r lies

outside the visible part of the galaxy. Contrary to expectations the measured
rotational velocities are seen to remain approximately constant, rather than
falling, at large distances from the galactic center. This implies the existence
of a galactic dark matter halo with M(r) ∝ r, and consequently ρ(r) ∝ 1/r2.
These measurements give a lower bound on the dark matter mass density of
ΩDM & 0.1 [24].

The most accurate measure of the total amount of dark matter in the
universe is obtained through more indirect means – namely fits of cosmologi-
cal parameters to a range of astrophysics and cosmology measurements. The
linchpin of this derivation is the measurement of the Cosmic Microwave Back-
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(a) Penzias & Wilson (simulated)

(b) COBE

(c) WMAP

(d) PLANCK

Figure 3.3: Cosmic Microwave Background radiation as seen by different
experiments [25, 26, 27, 28, 29, 30]. 3.3(a) is a simulation of the Penzias &
Wilson experiment where the region of the galactic disk (central horisontal
line) has not been removed as in the other maps.
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Figure 3.4: CMB power spectrum measured by Planck at different angular
scales on the sky [31, 32]. The red dots are Planck measurements, and the
green curve shows the best fit of the Standard Model of cosmology.

ground (CMB) that originates from the moment when photons were able to
travel freely through the early universe. First discovered by Penzias and Wil-
son in 1965, in what might be the most inadvertent discovery in the history
of modern physics, the CMB has been extensively studied since then. Upon
discovering the constant radiation they initially blamed the pigeons residing
in their antenna for causing the apparent noise in their experiment. How-
ever, it turned out to be the radiation predicted by Gamow in 1948, and later
measured to correspond to a black body radiator with a temperature of 2.726
K [13]. Since its discovery, increasingly accurate measurements of this light
emitted when the universe was approximately 380 000 years old has helped
us determine the age, structure and content of the universe. Figure 3.3 shows
the historical development, and dramatic increase in accuracy, of CMB mea-
surements from the initial discovery by Penzias and Wilson, followed by the
COBE and WMAP experiments and culminating in the measurements made
by Planck.

Although the CMB is almost perfectly isotropic, to the 10−5 level, it is
the tiny observed CMB anisotropies that constrain cosmological parameters.
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These temperature anisotropies are commonly expanded as [13]

δT

T
(θ, φ) =

∞∑
l=2

l∑
m=−l

almYlm(θ, φ), (3.3)

where Ylm(θ, φ) are spherical harmonics. The variance Cl of alm, which de-
scribes the fluctuations observed in the CMB, is given by

Cl ≡ 〈| alm |2〉 ≡
1

2l + 1

l∑
m=−l

| alm |2. (3.4)

Using CMB measurements only, the density of cold, non-baryonic matter is
found to be ΩDMh

2 = 0.1198 ± 0.0026, whereas the number for baryonic
matter is Ωbh

2 = 0.02207 ± 0.00027 where h is the Hubble constant [13].
Parts of the baryonic matter density will contribute to dark matter in form
of MACHOs [33, 34] or cold molecular gas clouds [35]. These dark matter
contributions however, are only able to account for a small fraction of the
total amount of observed dark matter. In the following any references to dark
matter will be to its non-baryonic component unless otherwise specified.

In addition to the total amount of dark matter in the universe, the local
amount of dark matter in our vicinity has also been measured. This quantity
is especially important for direct and indirect dark matter searches, as they
depend on the detection of naturally occurring dark matter. Therefore the
potential dark matter detection rates in these experiments depend on both
the local dark matter density and velocity distribution. Both these values are
obtained mainly through measurements of the rotation curves of the Milky
Way yielding a local density [24]

ρlocal
DM = (0.39± 0.03) GeV

cm3 , (3.5)

and mean velocity v̄ ∼= 270km/s [13].

3.2 Candidates for Dark Matter
As described in the previous section there is ample experimental evidence
for dark matter from astrophysics and cosmology. However, these experi-
ments give no insight into what dark matter is actually made of. In this
section, some of the commonly considered dark matter candidates will be
introduced with an emphasis on a category of particle dark matter called
Weakly Interacting Massive Particles (WIMPs).
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A viable candidate for dark matter must meet a set of criteria in order to
explain the observed properties of this category of matter. Namely it needs
to be stable, weakly interacting and give the correct relic dark matter den-
sity. Although absolute stability is not required, it needs to have a lifetime
comparable to the age of the universe in order to not have decayed by present
times. The candidate must interact very feebly with electromagnetic radi-
ation, otherwise it would not be dark, as well as with other particles and
itself to explain the observed dark matter distribution, structures in the uni-
verse and the bullet cluster observation. Finally, the production, decay and
annihilation of the dark matter candidate must be such that it matches the
observed dark matter density.

In the Standard Model there is one particle that fulfils many of the above
criteria - namely the neutrino. Being stable, electrically neutral, weakly
interacting, and not in the least known to exist, this was one of the first
candidates people looked to in the initial attempts to explain dark matter.
It turns out, however, that neutrinos are simply not abundant enough to
achieve the required dark matter density. Using the measured upper limits on
neutrino masses an upper bound on the relic density from neutrinos of Ωνh

2 .
0.07 can be derived [13]. Furthermore, CMB and large-scale structure data
set an upper bound on the same quantity of Ωνh

2 . 0.0062 [24]. This is due to
neutrinos being relativistic particles, often referred to as an example of "hot"
dark matter candidates. The problem with "hot" dark matter candidates in
general is that they serve to wash out density fluctuations on small distance
scales. This indicates a means of structure formation that conflicts with
current large-scale structure data, and predicted density fluctuations in the
CMB that are in disagreement with both WMAP and Planck measurements
[24]. Therefore a suitable dark matter candidate should be "cold", meaning
that it should be non-relativistic when galaxy formation started.

Several new particles have also been suggested as possible dark matter
candidates. Among these is a particle type similar to the Standard Model
neutrinos called sterile neutrinos [36]. These are similar to the neutrinos of
the Standard Model, but do not take part in Standard Model weak inter-
actions. Another particle, the axion, was initially suggested to remedy the
strong CP problem in the Standard Model and has later been interpreted as
a dark matter candidate. Although axions are constrained to be very light
(. 0.01 eV) they would be categorised as cold dark matter due they way
they are produced in the early universe [13].

By far the most extensively studied group of dark matter candidates,
however, are WIMPs. WIMP is an umbrella term used to describe parti-
cles with masses in the GeV to TeV range, and weak scale interactions with
the Standard Model sector. An enticing property of such particles is that
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Using the above relations (H = 1.66g$‘2 T 2/mpl and the freezeout condition r = Y~~(G~z~) = H), we 
find 

(n&)0 = (n&f = 1001(m,m~~g~‘2 +JA+) 

N 10-S/[(m,/GeV)((~A~)/10-27 cm3 s-‘)I, (3.3) 

where the subscript f denotes the value at freezeout and the subscript 0 denotes the value today. 
The current entropy density is so N 4000 cmm3, and the critical density today is 
pC II 10-5h2 GeVcmp3, where h is the Hubble constant in units of 100 km s-l Mpc-‘, so the 
present mass density in units of the critical density is given by 

0,h2 = mxn,/p, N (3 x 1O-27 cm3 C1/(oAv)) . (3.4) 

The result is independent of the mass of the WIMP (except for logarithmic corrections), and is 
inversely proportional to its annihilation cross section. 

Fig. 4 shows numerical solutions to the Boltzmann equation. The equilibrium (solid line) and 
actual (dashed lines) abundances per comoving volume are plotted as a function of x = m,/T 
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Fig. 4. Comoving number density of a WIMP in the early Universe. The dashed curves are the actual abundance, and 
the solid curve is the equilibrium abundance. From [31]. Figure 3.5: WIMP number density in the early universe. The dashed lines are

the freeze-out abundance, while the solid line is the equilibrium abundance
[14].

they can be shown to give rise to an expected relic dark matter density close
to the one observed today. This is often referred to as the WIMP miracle,
and builds on simple principles. In the early universe the temperature was
high enough for WIMPs to exist in large numbers. The particles were kept
in thermal equilibrium by pair-annihilation and, the opposite process, pair-
creation of WIMPs. As the universe ages, expands and consequently cools
the equilibrium WIMP abundance drops exponentially once the temperature
falls below the WIMP mass. However, since the universe expands, the di-
minishing number of WIMPs will find it increasingly difficult to interact as
space between them itself grows. At some point the rate of WIMP annihi-
lation, Γ = 〈σv〉nWIMP , where 〈σv〉 is the thermally averaged total WIMP
annihilation cross section times velocity and nWIMP is the WIMP number
density, will drop below the Hubble expansion rate of the universe. At this
point the WIMPs will no longer be able to annihilate and drop out of ther-
mal equilibrium, which is often referred to as freeze out. After freeze out
the relic dark matter abundance remain essentially unchanged, as shown in
Figure 3.5. Freeze out happens at temperature TF ' mWIMP/20 almost in-
dependently of the WIMP properties [14]. The present relic density may be
calculated following the above considerations and can be expressed, indepen-
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dently of WIMP mass, as [14, 24]

Ωχh
2 ≈ const. · T 3

0
M3

Pl〈σv〉
≈ 3× 10−27cm3s−1

〈σv〉
, (3.6)

where T0 is the CMB temperature today and MPl is the Planck Mass. The
fact that the result in Equation 3.6, which contains factors of Planck mass
and CMB temperature, gives the correct relic densities in the region of weak
interaction cross sections is colloquially referred to as the WIMP miracle.
This seeming connection between cosmological and particle physics scales is
seen as highly suggestive and therefore indicating that "if there is a stable
particle associated with new physics at the electroweak scale, it is the dark
matter" [14].

Although Equation 3.6 provides motivation for WIMP dark matter it
is worth noting that modifications of the relic density can be introduced
in WIMP theories from both the particle physics and the cosmology side,
through for example resonance enhancements, so-called coannihilations [37]
or dark matter could be composed of more than one particle species [13].
These factors depend on both the specific theory giving rise to the WIMP,
as well as the specific parameters of the theoretical model. This brings us
to the question of where these WIMPs come from. WIMPs occur naturally
in several beyond the Standard Model theories. Commonly studied theories
containing WIMPs are Little Higgs, Technicolor and Extra Dimensional mod-
els [24, 38]. The perhaps best motivated, and most studied, WIMP candidate
is the lightest supersymmetric particle in supersymmetric models, which is
also the main focus of this work. The next chapter will therefore introduce
supersymmetry in general, and describe supersymmetric dark matter in more
detail.





Chapter 4

Supersymmetry

Supersymmetry (SUSY) [39, 40, 41, 42, 43] is an extension of the Standard
Model that solves many of its deficiencies by introducing a symmetry between
fermions and bosons. In doing so, each Standard Model fermion gets a boson
superpartner, while each boson gets a fermion superpartner, with the same
properties apart from spin. If supersymmetry was an exact symmetry, the
supersymmetric particles, referred to as sparticles, would have the same mass
as their Standard Model partners. As sparticles of such masses has not been
observed, we know that supersymmetry must be a broken symmetry.

4.1 Fixing the Standard Model
One of the biggest achievements of supersymmetry is its ability to remedy
the hierarchy problem. The first order corrections from fermion and scalar
loops respectively are shown in Figure 4.1. As seen in Equation 2.26 the first
order fermion loop contribution is quadratically divergent. In supersymmetry
however, the boson loop correction from the superpartner of the fermion
cancels out this quadratic divergence as it has the opposite sign of the fermion
contribution. As a result the quadratic divergence is cancelled and only a
logarithmic dependence on Λ remains

∆m2
H ≈

1
16π2 (m2

S −m2
f ) ln

(
Λ
mf

)
(4.1)

As seen in the above equation the Higgs mass correction depends on the mass
difference between the Standard Model and supersymmetric particles. While
the cancellation would be exact for an unbroken supersymmetric theory, the
hierarchy problem would be re-introduced in a supersymmetric model where
the superpartners are very massive, due to the remaining logarithmic Λ term.
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“We are, I think, in the right Road of Improvement, for we are making Experiments.”
–Benjamin Franklin

1 Introduction

The Standard Model of high-energy physics, augmented by neutrino masses, provides a remarkably
successful description of presently known phenomena. The experimental frontier has advanced into the
TeV range with no unambiguous hints of additional structure. Still, it seems clear that the Standard
Model is a work in progress and will have to be extended to describe physics at higher energies.
Certainly, a new framework will be required at the reduced Planck scale MP = (8πGNewton)−1/2 =
2.4 × 1018 GeV, where quantum gravitational effects become important. Based only on a proper
respect for the power of Nature to surprise us, it seems nearly as obvious that new physics exists in the
16 orders of magnitude in energy between the presently explored territory near the electroweak scale,
MW , and the Planck scale.

The mere fact that the ratio MP/MW is so huge is already a powerful clue to the character of
physics beyond the Standard Model, because of the infamous “hierarchy problem” [1]. This is not
really a difficulty with the Standard Model itself, but rather a disturbing sensitivity of the Higgs
potential to new physics in almost any imaginable extension of the Standard Model. The electrically
neutral part of the Standard Model Higgs field is a complex scalar H with a classical potential

V = m2
H |H|2 + λ|H|4 . (1.1)

The Standard Model requires a non-vanishing vacuum expectation value (VEV) for H at the minimum

of the potential. This will occur if λ > 0 and m2
H < 0, resulting in ⟨H⟩ =

√
−m2

H/2λ. Since we

know experimentally that ⟨H⟩ is approximately 174 GeV, from measurements of the properties of the
weak interactions, it must be that m2

H is very roughly of order −(100 GeV)2. The problem is that m2
H

receives enormous quantum corrections from the virtual effects of every particle that couples, directly
or indirectly, to the Higgs field.

For example, in Figure 1.1a we have a correction to m2
H from a loop containing a Dirac fermion

f with mass mf . If the Higgs field couples to f with a term in the Lagrangian −λfHff , then the
Feynman diagram in Figure 1.1a yields a correction

∆m2
H = −|λf |2

8π2
Λ2

UV + . . . . (1.2)

Here ΛUV is an ultraviolet momentum cutoff used to regulate the loop integral; it should be interpreted
as at least the energy scale at which new physics enters to alter the high-energy behavior of the theory.
The ellipses represent terms proportional to m2

f , which grow at most logarithmically with ΛUV (and
actually differ for the real and imaginary parts of H). Each of the leptons and quarks of the Standard
Model can play the role of f ; for quarks, eq. (1.2) should be multiplied by 3 to account for color. The

H

f

(a)

S

H

(b)

Figure 1.1: One-loop quantum corrections to the Higgs squared mass parameter m2
H , due to (a) a Dirac

fermion f , and (b) a scalar S.

3

Figure 4.1: One loop corrections to the Higgs mass from a fermion (left) and
a scalar (right) [9].

For this reason the masses of the supersymmetric particles are expected to be
no higher than about the TeV scale in order for the theory to remain natural
[44, 45], i.e. not fine-tuned.

Another salient feature of the theory is the prospect of being able to
unify the gauge couplings as seen in Figure 4.2. With the additional particle
content of weak scale supersymmetry the equations that describe the running
of the coupling strengths from the electroweak to the GUT scale are changed
so that the coupling strengths could become equal at higher energies. This
could in turn allow for a unified description of the forces.

In Standard Model interactions both lepton and baryon number is con-
served. This is no longer the case in supersymmetry, where also the su-
perpartners of the fermions carry lepton and baryon quantum numbers. In
particular baryon number violating interactions, that would lead to proton
decay through the process p → π0e+, are strongly constrained experimen-
tally by the apparent stability of the proton. This problem is often solved by
requiring that R-parity [46, 47, 48, 49, 50], which is a multiplicative quantum
number, is conserved. R-parity for a particle is defined as

R = (−1)3(B−L)+2s, (4.2)

where B and L are baryon and lepton number respectively, while s is the
spin of the particle. This means that all of the Standard Model particles
have R = 1 and all sparticles have R = −1. Imposing R-parity conservation
has important phenomenological implications for supersymmetric models. It
means, for example, that sparticles can only be produced in even numbers,
and that they can only decay to an odd number of sparticles. Most im-
portantly this makes the lightest supersymmetric particle (LSP) stable, and
therefore a viable particle dark matter candidate. Candidates for supersym-
metric dark matter will be discussed further in Section 4.3.
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Figure 6.8: Two-loop renormaliza-
tion group evolution of the inverse
gauge couplings α−1

a (Q) in the Stan-
dard Model (dashed lines) and the
MSSM (solid lines). In the MSSM
case, the sparticle masses are treated
as a common threshold varied be-
tween 500 GeV and 1.5 TeV, and
α3(mZ) is varied between 0.117 and
0.121.
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This unification is of course not perfect; α3 tends to be slightly smaller than the common value of
α1(MU ) = α2(MU ) at the point where they meet, which is often taken to be the definition of MU .
However, this small difference can easily be ascribed to threshold corrections due to whatever new
particles exist near MU . Note that MU decreases slightly as the superpartner masses are raised. While
the apparent approximate unification of gauge couplings at MU might be just an accident, it may also
be taken as a strong hint in favor of a grand unified theory (GUT) or superstring models, both of which
can naturally accommodate gauge coupling unification below MP. Furthermore, if this hint is taken
seriously, then we can reasonably expect to be able to apply a similar RG analysis to the other MSSM
couplings and soft masses as well. The next section discusses the form of the necessary RG equations.

6.5 Renormalization Group equations for the MSSM

In order to translate a set of predictions at an input scale into physically meaningful quantities that
describe physics near the electroweak scale, it is necessary to evolve the gauge couplings, superpotential
parameters, and soft terms using their renormalization group (RG) equations. This ensures that the
loop expansions for calculations of observables will not suffer from very large logarithms.

As a technical aside, some care is required in choosing regularization and renormalization procedures
in supersymmetry. The most popular regularization method for computations of radiative corrections
within the Standard Model is dimensional regularization (DREG), in which the number of spacetime
dimensions is continued to d = 4 − 2ϵ. Unfortunately, DREG introduces a spurious violation of su-
persymmetry, because it has a mismatch between the numbers of gauge boson degrees of freedom and
the gaugino degrees of freedom off-shell. This mismatch is only 2ϵ, but can be multiplied by factors
up to 1/ϵn in an n-loop calculation. In DREG, supersymmetric relations between dimensionless cou-
pling constants (“supersymmetric Ward identities”) are therefore not explicitly respected by radiative
corrections involving the finite parts of one-loop graphs and by the divergent parts of two-loop graphs.
Instead, one may use the slightly different scheme known as regularization by dimensional reduction,
or DRED, which does respect supersymmetry [109]. In the DRED method, all momentum integrals
are still performed in d = 4 − 2ϵ dimensions, but the vector index µ on the gauge boson fields Aa

µ

now runs over all 4 dimensions to maintain the match with the gaugino degrees of freedom. Running
couplings are then renormalized using DRED with modified minimal subtraction (DR) rather than

61

Figure 4.2: Evolution of the inverse gauge couplings in the Standard Model
(dashed lines) and MSSM (solid lines) [9]. The difference between the red
and blue lines indicate the effect of varying the strong coupling, along with
the mass scale where supersymmetric particles enter.

4.2 The Minimal Supersymmetric
Standard Model

The minimal supersymmetric extension of the Standard Model (MSSM), as
the name implies, contains the minimum of extra particle content beyond
that of the Standard Model. This is achieved by associating fermionic super-
partners to all Standard Model gauge fields, scalar partners to the fermions,
as well as adding one additional Higgs field with one spin 1/2 sparticle asso-
ciated to each Higgs boson. The fermionic superpartners of the gluon, W±

and B bosons are called gluinos (g̃), winos (W̃ i) and binos (B̃) – collec-
tively referred to as gauginos. The scalar partners of the quarks and leptons
are called squarks and sleptons. The introduction of additional Higgs fields
is necessary to give mass to both up and down-type quarks upon EWSB,
while at the same time preserving supersymmetry. This results in a total of
two Higgs doublets, corresponding to five physical states, where a spin 1/2
Higgsino is associated to each Higgs boson.

The particle content of the MSSM is summarised in Tabled 4.1. There
are two squarks, left and right, for each quark and similarly for the leptons.
Keeping in mind that the squarks are scalars while the quarks have spin 1/2,
this ensures that the bosonic degrees of freedom match the fermionic. In most
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Table 4.1: Contents of the MSSM.
Standard model particles/fields Supersymmetric partners

Interaction eigenstates Mass eigenstates
Symbol Name Symbol Name Symbol Name
q = u, d, c, s, b, t quark q̃L, q̃R squark q̃1, q̃2 squark
l = e, µ, τ lepton l̃L, l̃R slepton l̃1, l̃2 slepton
ν = νe, νµ, ντ neutrino ν̃ sneutrino ν̃ sneutrino
g gluon g̃ gluino g̃ gluino
W± W-boson W̃± wino  χ̃±1,2 charginoH− charged Higgs H̃−1 higgsino
H+ charged Higgs H̃+

2 higgsino
B B-field B̃ bino 

χ̃0
1,2,3,4 neutralino

W 3 W 3-field W̃ 3 wino
h0 light scalar Higgs

H̃0
1 higgsino

H0 heavy scalar Higgs
H̃0

2 higgsino
A0 pseudo-scalar Higgs

models there is no mixing between sfermion flavours, while left-right sfermion
mixing is proportional to the corresponding fermion mass. The charged winos
and higgsinos mix, resulting in mass eigenstates called charginos. Likewise
the neutral higgsinos, wino and bino mix into four Majorana mass eigenstates
called neutralinos, where the lightest neutralino is denoted χ̃0

1. As there is no
ambiguity in doing so, the tilde is often dropped when referring to charginos
and neutralinos. The lightest neutralino is often referred to only as χ due to
its special role in often being the LSP and a suitable dark matter candidate.

As we know, supersymmetry is not an exact symmetry. It is expected to
be broken spontaneously, analogously to EWSB, to give its low-energy ap-
pearance. However, as the nature of the symmetry breaking is unknown,
terms that break supersymmetry explicitly are rather added to the La-
grangian. These terms are required to be soft, i.e. they should be such
that the cancellation of the quadratic divergencies in the Higgs mass cor-
rection still occur. The manner of supersymmetry breaking has important
phenomenological implications on the theory, and supersymmetric models
are often classed by type of symmetry breaking. The supersymmetry break-
ing terms introduce 105 new parameters of masses, phases and mixing angles
in addition to those in the Standard Model. As such it is the supersymmetry
breaking terms, rather than supersymmetry in itself, that introduce the large
number of free parameters to the theory. To make phenomenological stud-
ies of the MSSM tractable, theoretically motivated assumptions are imposed
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on the parameters of the theory. This reduces the number of free parame-
ters in the theory and leads to distinct supersymmetric models depending on
the assumptions applied. In the following some of the most common models,
that are relevant to the work in this thesis, will be presented.

Minimal Supergravity

In minimal supergravity (mSUGRA), or constrained MSSM (cMSSM),
[51, 52, 53, 54, 55, 56] supersymmetry is broken via gravitational interac-
tions. The number of free parameters in the model is reduced to five by
imposing boundary conditions at the Grand Unification scale. These bound-
ary conditions are unification of the gauge couplings, universal trilinear cou-
plings, unification of gaugino masses and universal scalar masses at the GUT
scale [56]. When requiring EWSB five free parameters remain:

• m0: sfermion mass at the GUT scale

• m1/2: gaugino mass at the GUT scale

• A0: trilinear coupling

• tan β: ratio of Higgs doublet vacuum expectation values

• sign µ: Higgsino mass parameter sign

Gauge Mediated Symmetry Breaking

Gauge Mediated Symmetry Breaking (GMSB) [57, 58, 59, 60, 61, 62]
models are broken by a Standard Model gauge interaction via messenger
fields at the scale Mmes. The sparticles in the model are proportional to
the scale of SUSY breaking, λ. The free parameters in the minimal GMSB
models are [61]:

• Λ: the scale of the SUSY breaking

• Mmes: the messenger mass scale

• N5: the number of equivalent messenger fields

• tan β: ratio of Higgs expectation values

• sign(µ): Higgsino mass parameter sign
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• Cgrav: the ratio of the physical gravitino mass to its value at the SUSY
breaking scale

Λ typically has values of (10-100) TeV and sets the overall mass scale for all
MSSM superpartners. Additionally the gaugino and sfermion masses depend
on N5. Mmes has to be larger than Λ in order to prevent colour and charge
breaking in the messenger sector, and Cgrav≥1 leads to prompt decay of the
next-to-lightest supersymmetric particle (NLSP).

The phenomenological MSSM

Another approach to reducing the MSSM parameter space is to a lesser
extent based on theoretical arguments, but is rather based on the phenomeno-
logical aspects of supersymmetric theory. Commonly a phenomenological
MSSM (pMSSM) is constructed by requiring:

• No new sources of CP violation

• no flavour-changing neutral currents

• first and second generation universality

The pMSSM is adaptable and could be described by a number of free pa-
rameters ranging from as low as five and up to tens of parameters.

4.3 Supersymmetric Dark Matter
The particle content of the MSSM implies several possible particles that
could be the LSP. Most of them do not have the required characteristics
of a viable dark matter candidate, however, leaving only a few options for
supersymmetric dark matter. Any electrically charged or strongly interacting
LSPs may be disregarded as they would bind to ordinary matter, creating
anomalously heavy nucleus and nuclei respectively. The presence of such
heavy elements is in disagreement with experimental data searching for this
type of matter [63, 64, 65]. This leaves the electrically neutral sparticles that
are only weakly interacting – the sneutrino, neutralino and gravitino. The
latter of the three is the postulated superpartner of the graviton.

Sneutrinos have been shown to give reasonable values for the dark matter
relic density for sneutrino masses in the range of about 500 GeV to 2 TeV
[13]. However, the scattering cross section of sneutrinos with nucleons is
larger than the values allowed by direct dark matter detection experiments
[66]. While sneutrino masses between O(GeV) − O(TeV) are excluded by
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direct detection experiments, very light sneutrinos were excluded at LEP by
measuring the invisible Z-boson decay rate [67].

Unlike the sneutrino and the neutrino the gravitino has only gravitational
strength interactions. This means that is not expected to have been in ther-
mal equilibrium in the early universe, but it could have been created through
decays of heavier supersymmetric particles. Due to the extremely feeble in-
teraction strength of the gravitino the NLSP in supersymmetric scenarios
with gravitino LSPs are often metastable. This could lead to striking experi-
mental signatures at colliders of new metastable charged particles, sparticles
confined in hadrons along with more conventional experimental signatures.
On the other hand there are constraints from cosmology and astrophysics
on the mass and lifetime of the NLSP related in particular to the Big-Bang
Nucleosynthesis light-element abundance [68]. In GMSB models the relation
between the gravitino mass, mG̃, and the masses of the other supersymmetric
particles, mSUSY can be approximated by

mG̃

mSUSY
∼ 1
αa

MS

MPlanck

� 1 (4.3)

where MS is the SUSY breaking scale [13]. This means that a very light
gravitino generally is the dark matter candidate in GMSB models. The fact
that a dark matter candidate with only gravitational strength interactions
is very difficult to detect using indirect and direct dark matter experiments
underline the importance of varied search strategies, as well as the interplay
and complementarity between astrophysics and collider searches.

By far the most commonly considered supersymmetric dark matter can-
didate is the lightest neutralino. Being an example of WIMP dark matter it
enjoys all the appealing aspects of a general WIMP described in Section 3.2.
The neutralino mass matrix can in the basis of (B̃, W̃3, H̃0

1 , H̃0
2 ) be written

as

MN =


M1 0 −MZ cosβ sin θW MZ sin β sin θW
0 M2 MZ cosβ cos θW −MZ sin β cos θW

−MZ cosβ sin θW MZ cosβ cos θW 0 −µ
MZ sin β sin θW −MZ sin β cos θW −µ 0

 ,
where M1 and M2 are the bino and wino mass parameters respectively, and
θW is the Weinberg angle [68]. The lightest neutralino is a linear combination
of B̃, W̃3, H̃0

1 and H̃0
2

χ = N11B̃ +N12W̃3 +N13H̃
0
1 +N14H̃

0
2 . (4.4)

The phenomenology of the neutralino is governed by its mass and compo-
sition. The latter can be described by defining the gauge fraction, fG, and
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higgsino fraction, fH :

fG = N2
11 +N2

12 fH = N2
13 +N2

14. (4.5)

An example of this is found when considering mSUGRA or similar scenarios.
For most of the parameter space the lightest neutralino is gaugino dominated
with a mass at a couple of a few hundred GeV or below. In other regions
however, the lightest neutralino will have a larger higgsino fraction, allowing
it to be significantly heavier without requiring a highly fine-tuned model.



Part II

Searching for SUSY
in ATLAS data





Chapter 5

Introduction to the Analyses

One of the main ways of searching for dark matter, or new particles in gen-
eral, is at collider experiments. By colliding particles at high energies some
of the energy in the collision can be converted to mass, creating new and
potentially heavy particles. These would decay almost instantly into lighter
Standard Model particles, that in turn are observed by detectors placed at
the collision points. From these decay products properties of the initial par-
ticle, or particles, produced in the collision can be inferred.

The strongly interacting supersymmetric particles described in the previ-
ous section could potentially be produced at high rates at hadron colliders.
Assuming R-parity conservations, they would immediately decay into con-
secutively lighter sparticles accompanied by Standard Model particles, until
reaching the lightest supersymmetric particle that is stable. During this chain
of decays highly energetic quarks and gluons can be produced, as portions of
the coloured sparticle mass is converted to kinetic energy of the much lighter
standard model decay products. These quarks and gluons are observed as
collections of hadrons, or jets, with large momentum in the detector.

The momentum perpendicular to the direction of the colliding beams is
negligible for the initial colliding partons. From momentum conservation it
follows that the summed momentum of the resulting particles in the collision
should also be negligible in this transverse plane. However, if any of the
particles produced in the collision escape detection this does no longer hold,
and a transverse momentum imbalance, referred to as missing transverse
momentum, would be seen. One source of such momentum imbalance would
be the lightest supersymmetric particle as it is only weakly interacting, and
therefore would escape the detector unseen.

Furthermore, certain supersymmetric models lead to decays through a τ̃
resulting in final states containing a Standard Model τ lepton. This includes,
but is not limited to, large portions of the GMSB parameter space where



36 Introduction to the Analyses

the τ̃ is the next-to-lightest supersymmetric particle, and the mSUGRA co-
annihilation region that is known to have an acceptable dark matter relic
density [69]. Searching for such models motivate studying final states con-
taining τ leptons accompanied by several high energy jets and significant
missing transverse momentum, which is the focus of this thesis.

The Large Hadron Collider (LHC) at CERN has, since its inception,
collided protons at record energies and rates, bringing more massive and
rarer particles than previously accessible within our experimental reach. The
ATLAS detector is one of two multi-purpose detectors at the LHC tasked with
measuring, recording and interpreting the collisions. The first run period of
the LHC saw protons colliding at energies of 7 and 8 TeV from 2010 through
2012. The data recorded by the ATLAS experiment during this period is
commonly referred to, and analysed as, distinct datasets corresponding to
the year the data was collected. With the increased performance of the
LHC after the first year of physics running the combined 2011 and 2012
datasets corresponded to more than a thousandfold increase in collected data
compared to the 2010 dataset. Having been privileged enough to have had the
opportunity to work with all the data from the first run period, two analyses
performed on the full 2011 and 2012 datasets will be presented here.

The work presented builds on experience gained working with the 2010
data that include a search for supersymmetry in two τ final states carried
out as part of my master studies [70], and later extended and documented as
a CERN internal document [71]. The first results published by ATLAS on
supersymmetry searches including τ leptons were two separate analyses, for
final states with at least one [72] and two τ leptons [73] respectively, based on
the first half of the 2011 dataset. Having joined the ATLAS SUSY with taus
analysis team as one of the main analysers after these two early works the
first publication using the full 2011 dataset was presented in [1]. This was
also the first joint analysis of the previously separate studies of final states
with one and two hadronic τ leptons, in addition to final states with a τ and
an additional light lepton. Chapter 9 presents this analysis with an emphasis
on the results obtained in one τ analysis channel that I was responsible for.

The studies performed using the 2012 dataset resulted in two publica-
tions. The first of these [2] was an early publication based on the full 2012
dataset that included a combination of results from the fully hadronic analy-
sis channels. As these result were later superseded by those in [4] they will not
be presented here. The final publication on the 2012 dataset [4] is presented
in Chapter 10, again with an emphasis on my work in the one τ channel. In
addition to also including the analysis channel with light leptons, most of the
analysis was reworked with respect to the publication in [2]. This includes
almost all of the background simulations being replaced, updated physics ob-
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ject definitions, re-optimisation and addition of signal and control regions,
refined background estimation techniques along with additional interpreta-
tions of supersymmetric models. Before the analyses are described, both
the LHC and the ATLAS experiment are introduced in Chapter 6. Chapter
7 briefly introduces the τ lepton as seen by the ATLAS detector. Finally,
Chapter 8 attempts to collectively describe common features of the two anal-
yses presented to avoid unnecessary duplications later on. In the case where
something is specific to one of the analyses it has been highlighted in the
text.





Chapter 6

The LHC and the
ATLAS Experiment

In order to study the known elementary particles and their properties and to
discover possible new types of particles we need to be able to produce these
under laboratory conditions. This is done using particle colliders which ac-
celerate particles close to the speed of light before crashing them together,
making collisions energetic enough to produce new, heavy particles. The two
most important properties of a particle collider are the energy of the colli-
sions, allowing heavier particles to be produced, and the rate of collisions,
which allows rare particles and processes to be investigated. Naturally we
also need be able to record and investigate what happens in these collisions,
which is where the detector comes into play. As the heavy particles produced
in the collisions have very short lifetimes they decay almost instantly to a
collection of other particles. These decay products are measured by the de-
tector, and from their properties their origin is inferred. The salient features
of such a detector is, in addition to the accuracy of its measurements, the
speed at which it can take and process measurements. This makes the detec-
tor able to cope with the high collision frequency of the collider. This thesis
is based on analyses of collisions provided by the world’s most powerful par-
ticle collider, the LHC, and recorded by ATLAS. Both are situated at the
European Organisation for Nuclear Research (CERN) and will be introduced
in the following sections. Unless otherwise specified the information in the
following is taken from [74] and [75] respectively for the LHC and ATLAS
experiment sections.
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CERNfaq
LHC
the guide

Figure 6.1: The state of the art CERN hadron roller coaster complex [76].

6.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a circular particle accelerator and col-
lider situated at the French-Swiss border outside Geneva that is designed to
collide protons at a centre of mass energy of 14 TeV. The 27 km tunnel that
holds the accelerator lies 45-170 m under ground and was built in the late
80s for an earlier CERN collider called LEP. The LHC project was approved
by CERN in the mid 90s and in 2000 LEP was closed, to make way for the
LHC, having been operational since 1989.

6.1.1 The Life of p

The life of an LHC proton starts out in a bottle of hydrogen where the protons
are snugly tucked in by electrons at the centre of hydrogen atoms. The proton
is then stripped of its electron and kicked cold, naked and possibly screaming
into the PS Booster by the Linac2 linear accelerator at a speed of 31.4%c
(50 MeV) [76]. Unfortunately for the poor proton this is only the beginning
of a long and dizzying ride through the CERN accelerators as shown in
Figure 6.1. Before being lunged into the LHC the proton passes through
three successively larger circular accelerators – Proton Synchrotron Booster
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(PSB), Proton Synchrotron (PS) and Super Proton Synchrotron (SPS) –
reaching a speed of 99.9998%c (450 GeV) [76].

The proton, however, is not alone. The mad scientist bunches 1011 protons
together and 2808 such bunches make up a beam. During the next 20 minutes
or so the proton is given small accelerating kicks by Radio Frequency cavities
which are designed to give the proton a maximal speed of 99.9999991%c
(7 TeV). Strong, superconducting dipole magnets are used to keep the protons
in their orbit, while quadrupole magnets make sure the protons are tightly
packed together, forming a nice and focused beam. For the magnets to retain
their superconducting properties, and their accompanying 8 T field strength,
they are contained in a cryostat system cooled to 2 K by superfluid helium.

At this point the proton is cold, nauseous and most likely tired of being
pushed around at the whim of sleep-deprived physicists, when it suddenly
sees a blur of long lost proton friends whizzing by – a beam heading in
the opposite direction. "So, the others weren’t just brought along to keep me
company after all", the proton mutters to itself, as he sees a guy he recognises
from the hydrogen bottle smash into his best friend, creating an explosive
firework of new particles, leaving only bits of his beam mate behind. Soon
after, his neighbour suffers the same fate. This excruciating, and most likely
traumatising, dance goes on for hours on end as the beams intersect at four
interaction points. With the large number of bunches in the beam the bunch
crossings are designed to be only 25 ns apart, and the high number of protons
in each bunch ensure a high probability of a proton collision occurring during
a bunch crossing. Luckily for the proton, there will not be enough time for
it to feel the full force of PTSD as one of two fates awaits it: colliding
with another proton, possibly creating a Higgs boson or the like, sealing
it’s place in history as a neon coloured entry in a histogram presented in
Comic Sans at a sparsely attended annual conference in the Alps; or being
smeared across plates of graphite along with its comrades to the sound of
a toilet flushing. After learning of the hardships endured by protons at
the LHC we can take heart from the fact that it will take about a million
years to accelerate a meagre gram of hydrogen [76], which will help pave the
way towards uncharted territory of energy and intensity, as described in the
following sections.

6.1.2 Run I Performance
Although the LHC is designed to collide protons at 14 TeV, it has been pro-
viding collisions at around half that energy during run I data taking. The
reason for this is a that a faulty connection between two superconducting
magnets lead to substantial damage to several magnets during initial oper-
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Figure 6.2: Standard Model production cross sections measured by the AT-
LAS experiment [77].

ation of the LHC in 2008. After being shut down for repairs, the machine
resumed operation in late 2009. However, to ensure safe operation, the mag-
nets being the main limiting factor of the achieved energy, the beam energy
was reduced to 3.5 TeV for the 2010 and 2011 data taking, before being in-
creased to 4 TeV in 2012 (collectively referred to as Run I). After a shutdown
for maintenance and upgrades lasting almost two years from 2013 to 2015,
the LHC resumed operation the summer of 2015 (Run II) this time with a
beam energy of 6.5 TeV.

In addition to the beam energy another important performance measure
is the machine luminosity, L, that depends only on the collider parameters:

L = N2
b nbfrevγr
4πεnβ∗

F, (6.1)

where Nb is the number of particles per bunch, nb the number of bunches per
beam, frev the revolution frequency, γr the relativistic gamma factor, εn and
β∗ are related to the beam geometry and describe the normalised transverse
beam emittance and the beta function at the collision point respectively.
Finally, F is a geometric luminosity reduction factor from the crossing angle
at the interaction point. From the luminosity the number of events produced
per second for a given process with cross section, σ, can then be expressed
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Figure 6.3: Run I pile-up and luminosity conditions as a function of time
[78].

as
Nevent = Lσ. (6.2)

Figure 6.2 shows the Standard Model production cross sections measured
by ATLAS experiment during Run I. It indicates the many order of magni-
tudes spanned by the different processes, and underlines the challenge faced
when searching for new low cross section processes. At the design luminosity
of 1034 cm−2s−1 this would result in a total rate of about 600 million particle
collisions per second. A commonly used measure for the amount of collected
data is the integrated luminosity

L =
∫
L dt. (6.3)

A concept closely related to the achieved instantaneous luminosity is that
of pile-up. Pile-up is usually split into two categories – in-time and out-of-
time pileup. In-time pile-up is the number of proton collisions per bunch
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Figure 6.4: Pile-up and integrated luminosity for the run I data set [78].

crossing and is purely determined by the LHC machine parameters. Out-
of-time pileup refers to remnants of the previous bunch crossing lingering in
the detector during later bunch crossings, which naturally also depends on
the detector parameters. Figure 6.3 shows how both the peak instantaneous
luminosity and in-time pile-up has developed and increased during the run
I data taking from 2010 until 2012. The maximal instantaneous luminosity
achieved in 2012, close to 8 · 1033 cm−2s−1, almost doubled that from the
previous year.

Figure 6.4 shows the total amount of data collected in 2011 and 2012,
along with the pile-up conditions during this period. In 2011 the centre-of-
mass energy was 7 TeV, and a total integrated luminosity of 5.2 fb−1with
a mean pile-up of 9.1 was collected. The following year the energy was
increased to 8 TeV. The mean number of pile-up was more than doubled,
with an average value of 20.7. More than four times as much data was
collected compared to the previous year, amounting to a total of 20.7 fb−1.
During run I the maximal bunch spacing was 50 ns, rather than the design
value of 25 ns.

The four main experiments associated with the LHC – ATLAS, CMS,
LHCb and ALICE – are located at different interaction points around the
LHC ring where the proton beams are made to cross. ALICE studies heavy
ion physics during the heavy ion runs of the LHC, while LHCb is purpose
built for b-physics and precision measurements of rare processes. The two
others, ATLAS and CMS, are multipurpose detectors designed to be sensitive
to a wide range of physics processes as well as providing independent cross
checks of each other’s results using different detector technologies. All data
in this thesis is collected by the ATLAS detector, which will be described in
more detail in the following sections.
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Figure 6.5: Schematic view of the ATLAS detector [79, 75].

6.2 The ATLAS Experiment
The record energy and luminosity of the LHC required development of state
of the art detectors able to deal with the challenging LHC environment of
high interaction rates, radiation doses, particle multiplicities and energies,
in addition to providing accurate measurements for its varied physics pro-
gramme. ATLAS1 is one of two multipurpose detectors at the LHC, the other
being CMS2, whose main features will be outlined in the following.

Coordinate system

The ATLAS coordinate system, used extensively throughout this work,
is defined with the interaction point as the origin, the z-axis defined along
the beam, and the x-y plane transverse to the beam direction. The positive
x and y directions are taken to point towards the centre of the LHC ring and
upwards respectively. The azimuthal angle φ is the angle around the beam
axis, while the polar angle θ is the angle from the beam axis. However, when
measuring angles from the beam axis the pseudorapidity, η = − ln tan(θ/2),

1A Toroidal LHC ApparatuS
2Compact Muon Solenoid



46 The LHC and the ATLAS Experiment

2008 JINST 3 S08003

Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ⇠ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.

– 20 –

Figure 6.6: Schematic view of the ATLAS magnetic system including the
calorimeter steel [75]

is commonly used. Transverse quantities denoted by the subscript T (e.g.
pT, Emiss

T , etc.) are defined in the transverse (x-y) plane. Often, distances
are measured in η − φ space by ∆R =

√
∆η2 + ∆φ2.

6.2.1 Magnet System

In order to measure the momentum of particles the detector takes advan-
tage of the fact that charged particle trajectories are curved in the presence
of a magnetic field. The ATLAS magnet system combines two distinct de-
signs – one solenoidal and a toroid magnetic field. Figure 6.6 show the layout
of the super conducting magnets providing the ATLAS magnetic field. The
solenoid field is aligned with the beam axis, providing a 2 T magnetic field for
the inner detector. As the solenoid lies within the ATLAS calorimeters the
solenoid layout was optimised to minimise the amount of material in front
of the calorimeter to reduce adverse effects on the calorimeter performance.
In total the solenoid magnet system contributes ∼ 0.66 radiation lengths.
The toroidal system is divided into a barrel toroid, consisting of eight char-
acteristic looking coils, and two end-cap toroids resulting in magnetic fields
of ranging in strength from 0.5 T to 1 T. To have superconducting properties
the ATLAS magnets are cooled to a temperature of 4.5 K.



6.2. THE ATLAS EXPERIMENT 47

Figure 6.7: Overview of the ATLAS inner detector and its components [75].

6.2.2 Inner Detector
The Inner Detector is located at the very centre of the ATLAS detector. It
is responsible for the accurate measurement of particle tracks, allowing par-
ticle momenta and track vertices to be precisely determined, in a high track
density environment. To achieve the desired performance, measurements
are made by three sub-detectors – a pixel tracker, silicon microstrip tracker
(SCT) and transition radiation tracker (TRT) based on straw tubes. Fig-
ure 6.7 shows the schematic layout of the inner detectors. The other driving
factor in the design of the Inner Detector components is the high radiation
environment necessitating radiation hard detectors, along with keeping the
material budget to a minimum. Figure 6.8 shows the dimensions and place-
ment of the various inner detector components, as well as indicating their
coverage in pseudorapidity.

Pixel Detector

The Pixel Detector is situated closest to the beam pipe and consists of
three layers of silicon pixels at 50.5 to 122.5 mm from the interaction point
in the barrel region. Additionally there are three layers in each end-cap. It
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Figure 4.1: Plan view of a quarter-section of the ATLAS inner detector showing each of the major
detector elements with its active dimensions and envelopes. The labels PP1, PPB1 and PPF1
indicate the patch-panels for the ID services.

The above operating specifications imply requirements on the alignment precision which are
summarised in table 4.1 and which serve as stringent upper limits on the silicon-module build
precision, the TRT straw-tube position, and the measured module placement accuracy and stability.
This leads to:

(a) a good build accuracy with radiation-tolerant materials having adequate detector stability and
well understood position reproducibility following repeated cycling between temperatures
of �20�C and +20�C, and a temperature uniformity on the structure and module mechanics
which minimises thermal distortions;

(b) an ability to monitor the position of the detector elements using charged tracks and, for the
SCT, laser interferometric monitoring [62];

(c) a trade-off between the low material budget needed for optimal performance and the sig-
nificant material budget resulting from a stable mechanical structure with the services of a
highly granular detector.

The inner-detector performance requirements imply the need for a stability between alignment
periods which is high compared with the alignment precision. Quantitatively, the track precision
should not deteriorate by more than 20% between alignment periods.

– 54 –

Figure 6.8: Quarter-section of the ATLAS inner detector with dimensions
and various pseudorapidities indicated [75].

has a pseudorapidity coverage of |η| < 2.5 with a r − φ resolution of 10 µm
and z/R resolution of 115 µm provided by 80.4 · 106 pixels. To reduce noise
to acceptable levels even after radiation damage, the detector is cooled to a
temperature between -5◦C and -10◦C.

Semiconductor Tracker

Outside of the Pixel Detector we find the Semiconductor Tracker (SCT)
consisting of four layers of silicon strip detectors in the barrel region, and 9
layers in each end-cap. Each layer consists of two-sided modules where the
strips of each side are rotated with a stereo angle with respect to each other
to provide two-dimensional measurements. This results in a r− φ resolution
of 17 µm and z/R resolution of 580 µm from a total of 6.3 million readout
channels. Like for the pixel detector, the pseudorapidity coverage is |η| < 2.5
and the detector is cooled to the same temperature as the pixel detector.



6.2. THE ATLAS EXPERIMENT 49

Figure 6.9: Overview of the ATLAS calorimeter system [75].

Transition Radiation Tracker

The outermost component of the inner detector is the Transition Radi-
ation Tracker (TRT) composed of 4 mm diameter straw tubes filled with a
Xe, CO2, O2 gas mixture. Typically more than 30 (on average 36) track hits
are registered in the TRT up to a pseudorapidity of |η| = 2.0. The straws
run parallell to the beam axis in the barrel region, while they are configured
radially in wheels in the end-caps, and consist of a total of 351 000 readout
channels. The TRT only provides information in the r − φ direction, where
its accuracy is 130 µm per straw, and is operated at room temperature. Ad-
ditionally, the TRT provides valuable information for particle identifications
as electrons may be separated from hadrons, mostly pions, by the amount of
transition-radiation photons emitted in the straw tube gas mixture.

6.2.3 Calorimeter System
The ATLAS calorimeters are situated outside the solenoid magnet and are
used to measure particle energies and consist of two main components, an
electromagnetic and a hadronic calorimeter, with the names indicating the
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type of particles that are measured. The calorimeters extend to |η| = 4.9, but
the central part (|η| < 2.5) has the best resolution. Although the calorime-
ters employ different technologies, they are both sampling calorimeters char-
acterised by absorber material, responsible for stopping and showering the
incident particle, interleaved with active material that measures the shower
induced in the absorber. From these samples of the shower energy measured
in the active components the energy of the incident particle is inferred.

For analyses based on Emiss
T , such as many SUSY searches, the calorime-

ters are particularly important. To accurately estimate Emiss
T in a collision the

energy must be measured over almost the full η range, which is achieved by
the |η| < 4.9 coverage, and the calorimeters should have good containment of
both hadronic and electromagnetic showers. To this end the electromagnetic
calorimeter is greater than 22 radiation lengths in the barrel, and greater
than 24 in the end-caps. Good resolution, even for very energetic jets, is
achieved by the ∼10 interaction lengths of active calorimeter material across
the pseudorapidity range.

Electromagnetic calorimeter

The electromagnetic (EM) calorimeter consists of a barrel part (|η| <
1.475) and two end-cap components (1.375 < |η| < 3.2) where lead absorber
plates are sandwiched by active material of liquid argon (LAr). The EM
calorimeter has an accordion geometry, resulting in complete azimuthal sym-
metry without any cracks. Furthermore, the EM calorimeter is sub-divided
into three layers segmented in |η|, with the first layer being the most finely
grained, providing precise position measurement and shower shape informa-
tion. At |η| < 1.8 a LAr presampler layer is used to correct for energy lost
by electrons and photons before the calorimeter.

Hadronic calorimeter

Responsible for measuring hadrons right outside the EM calorimeter we
find the hadronic calorimeter, which has three main components – the Tile
Calorimeter, the LAr hadronic end-cap calorimeter and the LAr forward
calorimeter. The tile calorimeter uses steel as the absorber material and
scintillating tiles as the active material and extends to |η| < 1.7. The scintil-
lating tiles are read out by wavelength shifting fibers coupled to photomul-
tiplier tubes at two sides. The Hadronic End-cap Calorimeter (HEC) covers
the region 1.5 < |η| < 3.2 and uses copper plate absorbers and LAr for the
active sampling material. The final component is the Forward Calorimeter
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Figure 6.1: Cross-section of the bar-
rel muon system perpendicular to the
beam axis (non-bending plane), show-
ing three concentric cylindrical layers of
eight large and eight small chambers. The
outer diameter is about 20 m.

Figure 6.2: Cross-section of the muon system in
a plane containing the beam axis (bending plane).
Infinite-momentum muons would propagate along
straight trajectories which are illustrated by the dashed
lines and typically traverse three muon stations.

where a high momentum (straight) track is not recorded in all three muon layers due to the gaps
is about ±4.8� (|h |  0.08) in the large and ± 2.3� (|h |  0.04) in the small sectors. Additional
gaps in the acceptance occur in sectors 12 and 14 due to the detector support structure (feet). The
consequences of the acceptance gaps on tracking efficiency and momentum resolution are shown
in figures 10.37 and 10.34, respectively. A detailed discussion is given in section 10.3.4.

The precision momentum measurement is performed by the Monitored Drift Tube chambers
(MDT’s), which combine high measurement accuracy, predictability of mechanical deformations
and simplicity of construction (see section 6.3). They cover the pseudorapidity range |h | < 2.7
(except in the innermost end-cap layer where their coverage is limited to |h | < 2.0). These cham-
bers consist of three to eight layers of drift tubes, operated at an absolute pressure of 3 bar, which
achieve an average resolution of 80 µm per tube, or about 35 µm per chamber. An illustration of a
4 GeV and a 20 GeV muon track traversing the barrel region of the muon spectrometer is shown in
figure 6.4. An overview of the performance of the muon system is given in [161].

In the forward region (2 < |h | < 2.7), Cathode-Strip Chambers (CSC) are used in the inner-
most tracking layer due to their higher rate capability and time resolution (see section 6.4). The
CSC’s are multiwire proportional chambers with cathode planes segmented into strips in orthogo-
nal directions. This allows both coordinates to be measured from the induced-charge distribution.
The resolution of a chamber is 40 µm in the bending plane and about 5 mm in the transverse plane.
The difference in resolution between the bending and non-bending planes is due to the different
readout pitch, and to the fact that the azimuthal readout runs parallel to the anode wires. An illus-
tration of a track passing through the forward region with |h | > 2 is shown in figure 6.5.

To achieve the sagitta resolution quoted above, the locations of MDT wires and CSC strips
along a muon trajectory must be known to better than 30 µm. To this effect, a high-precision optical
alignment system, described in section 6.5, monitors the positions and internal deformations of
the MDT chambers; it is complemented by track-based alignment algorithms briefly discussed in
section 10.3.2.

– 165 –

Figure 6.10: Schematic cross section views of the ATLAS muon spectrometer
[75].

(FCal) covering 3.1 < |η| < 4.9. It is split into three layers all using LAr
for the active material, while the first uses copper for the absorber material,
optimised for electromagnetic measurements, the two others have tungsten
absorbers used for predominantly for the measurement of hadronic interac-
tions.

6.2.4 Muon Spectrometer

The outermost component of the ATLAS detector is the muon spectrome-
ter designed to detect and measure the momentum of muons, which traverse
both the inner detector and calorimeter system, in the region |η| < 2.7.
Their momentum is measured by the deflection of muon tracks in the mag-
netic field of the air-core toroid magnets. The system is instrumented with
separate tracking and triggering chambers with the tracking chambers con-
sisting of three separate layers. Tracking is provided by the Monitored Drift
Tubes (MDT’s) over most of the |η| range, while at large pseudorapidities
the Cathode Strip Chambers (CSCs) are responsible for the measurements.
The muon trigger system covers a smaller pseudorapidity range than for the
tracking (|η| < 2.4) and consists of the Resistive Plate Chambers (RPC’s) in
the barrel and Thin Gap Chambers (TGC’s) in the end-cap regions. Figure
6.10 shows an overview of the ATLAS muon system.

Table 6.1 summarise the design performance of the ATLAS detector com-
ponents that are used to construct the physics objects for analysis.
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Table 6.1: Summary of the design performance goals of the ATLAS detector
(units in GeV).

Detector component Resolution Coverage
Tracking σpT/pT = 0.05%× pT ⊕ 1% η < 2.5
EM calorimetry σE/E = 10%/

√
E ⊕ 0.7% η < 3.2

Hadronic calorimetry σE/E = 50%/
√
E ⊕ 3% η < 3.2

σE/E = 100%/
√
E ⊕ 10% 3.1 < η < 4.9

Muon spectrometer σpT/pT = 10% at pT = 1 TeV η < 2.7

6.2.5 Trigger System

At design operation LHC bunch crossings occur at a frequency of 40 MHz.
Given a typical ATLAS event size of about 1-2 MB it is not feasible to read
and store all of the collision data. However, as can be seen from Figure
6.2, the vast majority of the collisions produce only low momentum jets. By
selecting only collisions with specific properties of the physics processes of
interest, the rate of the collected data can be reduced by several orders of
magnitude, bringing it down to manageable levels. This first online selection
of interesting collisions for storage and further processing is performed by the
trigger system. The trigger consists of three levels of event filtering – Level-1
(L1), Level-2 (L2) and event filter (EF). Together the EF and L2 levels form
the High-Level Trigger (HLT) and are software based, unlike the L1 trigger,
which is based on hardware decisions.

The L1 trigger uses coarse information from the RPC, TGC and calorime-
ters to search for and select signatures with leptons, jets, Emiss

T and large total
transverse energy. The calorimeter information is from 0.1 × 0.1 ∆η × ∆φ
trigger towers in the calorimeters. Trigger objects are identified by fixed size
(2× 2, 4× 4, etc.) sliding windows of trigger towers. The L1 trigger reduces
the data to a maximal rate of 75 kHz, with each trigger decision made within
25 µs of the associated bunch crossing.

The L1 trigger identifies Regions-of-Interest (RoIs) where it has identified
possible trigger objects in the event. These RoIs are passed to the L2 trigger
which use more finely grained information from these regions to refine the
L1 trigger decision. The fact that only the RoI data is used reduces the
amount of data that needs to be transferred from the detector readout and
is typically only 1-2% of the total event data. The resulting processing time
is about 40 ms at an output event rate below 3.5 kHz.
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Finally the event is processed by the event filter which uses offline analysis
procedures on full events to further reduce the event rate to about 200 Hz.
The average processing time of the EF is about four seconds. Both levels of
the HLT use algorithms based on the full granularity of the calorimeters and
the muons system as well as information from the inner detector to make
triggering decisions.

6.2.6 Particle Reconstruction and Identification
Physics analysis objects related to specific particles, or groups of particles,
in the detector must be defined when interpreting ATLAS data. These are
reconstructed from the raw detector deposits giving tracks in the inner detec-
tors and muon spectrometer along with energy deposits in the calorimeters.
By taking advantage of the specific detector signatures of the various particle
species the physics objects can furthermore be identified to be of a certain
particle type. Figure 6.11 illustrates the basic detector characteristics used
to distinguish particle types in the ATLAS detector. The following section
will outline the basics of particle reconstruction and identification in ATLAS.

Electrons

Electrons are reconstructed by matching energy deposits in the electro-
magnetic calorimeter to charged particle tracks in the inner detector. In
the central region seed cluster of the calorimeter deposit is required to have
ET > 2.5 GeV, and is found using a sliding-window algorithm with a win-
dow size of 3 × 5 in units of 0.025 × 0.025 in η × φ space. This cluster is
then loosely matched to the extrapolated track by requiring the distance be-
tween the two to be within ∆η < 0.05. In the transverse plane the distance
between the two is required to be ∆φ < 0.1 in the direction of track curva-
ture, and ∆φ < 0.05 in the opposite direction, where the different values are
introduced to account for radiative bremsstrahlung energy loss. If multiple
tracks are matched to the same cluster, tracks with silicon hits are preferred
and subsequently the track with smallest ∆R is selected.

The electron cluster is then rebuilt from 3×7 longitudinal towers of cells,
and the cluster energy determined. The cluster energy is the sum of four
components — the estimated energy deposited in front of the EM calorimeter;
the energy measured in the cluster; the estimated energy deposited outside
the cluster (lateral leakage); the estimated energy deposited beyond the EM
calorimeter (longitudinal leakage). These terms are parametrised, based on
simulations, by the measured cluster energies in the presampler and the three
longitudinal EM calorimeter layers and depend on the material in the relevant
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Figure 6.11: Cross section of the ATLAS detector indicating the detector
signatures of different particle types and how these are used for particle
identification [80].

part of the detector. The reconstructed electron energy is set to the cluster
energy, while the direction is determined by the η and φ values of the track
at the vertex.

In order to separate signal electrons from background electrons (e.g. from
photon conversion), and jets faking electrons, cut-based electron identifica-
tion selections are applied. Three cumulative baseline sets of identification
selections has been defined with an increasing level of background reject-
ing power. The loose selection includes information on the EM calorimeter
shower shape and leakage to the hadronic calorimeter. The medium selec-
tion adds variables from the EM calorimeter strip layer, track quality re-
quirements and a more stringent track-cluster matching. Finally the tight
identification adds further track-cluster matching and track quality criterion,
as well as particle identification information from the TRT and explicit re-
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quirements agains photon conversions. The selections have been optimised
in bins of both electron η and ET.

Muons

The reconstruction and identification of muons is based mainly on infor-
mation from the Muon Spectrometer (MS) and the inner detector. Muon
spectrometer tracks start out as local track segments within each layer of
chambers, before tracks from different layers are combined into reconstructed
muon spectrometer tracks. In addition to the MS tracking the inner detector
provides tracking close to the interaction point.

The reconstructed muons are usually grouped into four categories de-
pending the information going into the reconstruction. Stand-Alone (SA)
muons are muons where the tracks are reconstructed only in the MS, and
the track is extrapolated back to the interaction point, taking into account
energy loss in the calorimeters. SA muons are used mainly to extend the ac-
ceptance beyond that covered by the inner detector (2.5 <| η |< 2.7). The
main type of muons are combined muons (CB) for which there exists both
ID and MS tracks which are combined to give a muon track. Segment-tagged
(ST) muons are muons with an extrapolated ID track matched to at least
one local track segment in the MDT or CSC chambers. Finally, a muon is
said to be calorimeter-tagged (CaloTag) if a track in the ID is matched to
calorimeter energy deposit consistent with a minimum ionizing particle. This
category helps recover acceptance in the uninstrumented regions of the MS.

Independent reconstruction algorithms for muons, using different meth-
ods, has been used for the ID-MS combination. One of them performs a
statistical combination of the track parameters of the SA and ID muons
from the covariance matrices, while the other performs a global fit of the
muon track to the ID and MS hits. In the latter, applicable quality criteria
are also applied to the ID tracks.

Jets

Jets are reconstructed using the anti-kt algorithm [81] with distance pa-
rameter R = 0.4. Like other clustering algorithms it iteratively clusters proto
jets i and j separated by a distance dij, and the distance between i and the
beam (B) written as diB. The clustering first finds the smallest of the dis-
tances. If the smallest distance is a dij then i and j are combined, while
if it is diB then i is deemed a jet and removed from the list of proto jets.



56 The LHC and the ATLAS Experiment

Distances are then recalculated and the procedure repeated until the list of
proto jets are exhausted.

The anti-kt algorithm differs from other clustering algorithms, like kt and
Cambridge/Aachen, in the definition of the distances [81]:

dij = min(k2p
ti , k

2p
tj )

∆2
ij

R2 , (6.4)

diB = k2p
ti , (6.5)

where ∆2
ij = (yi − yj)2 + (φi − φj)2 and k2p

ti , yi, φi are the transverse mo-
mentum, rapidity and azimuth angle of proto jet i respectively. The kt al-
gorithm corresponds to the choice p = 1, while choosing p = 0 yields the
Cambridge/Aachen algorithm. The anti-kt algorithm is obtained by setting
p = −1 (i.e. the inverse with respect to the kt algorithm).

Jets are built from topological calorimeter clusters with positive energy.
Topological clusters are groups of calorimeter cells. The clusters are seeded
by a cell with high signal-to-noise ratio before neighbouring cells are added
iteratively to the cluster being built. The original topo-cluster may be split
into separate clusters if cells corresponding to significant local energy maxima
in the cluster is found. The topo-cluster energy is defined to be the energy
sum of its constituent cells, considered to have zero mass, and direction
calculated from a weighted average over its cells.

Missing transverse momentum

An important quantity in SUSY searches is missing transverse momen-
tum, as it could signal the presence of unseen particles in the event. It is
defined as the momentum imbalance in the plane perpendicular to the beam
line and is taken to be the negative vector sum of all particle momenta in
a collision. In addition to real missing transverse momentum from weakly
interacting particles there are multiple contributors to fake Emiss

T . This in-
cludes particles escaping detection at high pseudorapidities, or in inactive
regions between calorimeters, dead and noisy readout channels as well as
cosmic-ray and beam-halo muons traversing the detector.

Emiss
T is reconstructed by summing contributions mainly from calorimeter

energy deposits along with muons reconstructed in the muon spectrometer.
The inner detector also contributes by adding information on low pT par-
ticles that cannot be measured by the calorimeters or muon spectrometer
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respectively. The missing transverse momentum is then calculated as:

Emiss
T =

√
(Emiss

x )2 +
(
Emiss
y

)2
(6.6a)

φmiss = tan−1
(
Emiss
y , Emiss

x

)
(6.6b)

The calorimeter terms are calculated from calibrated calorimeter cells as:

Emiss,term
x = −

Nterm
cell∑
i=1

Ei sin θi cosφi (6.7a)

Emiss,term
y = −

Nterm
cell∑
i=1

Ei sin θi sinφi (6.7b)

where Ei, θi and φi are the energy, polar angle and azimuthal angle re-
spectively. The cells are calibrated according to the physics object they are
matched to, and if there is no associated object the cells are included in a
dedicated term for soft deposits with LCW calibration applied. The sum
runs over cells matched to analysis objects, as well as soft term cells, in the
region |η| < 4.5. To suppress noise only cells belonging to calorimeter topo-
logical clusters, unless the clusters are matched to an electron or photon, go
into the sum.

The Emiss
T contribution from muons are included by summing the mo-

menta of selected muons

Emiss, µ
x(y) = −

∑
muons

pµx(y). (6.8)

Due to the coverage of the Muon Spectrometer the sum runs over muons
in the range |η| < 2.7. To correctly account for the muon energy deposited
in the calorimeters the cases where the muon is close to a jet in the event
(non-isolated muon) are treated differently to when it is not (isolated muon).

6.2.7 Monte Carlo Simulations
When searching for new physics in any experiment it is crucial to accurately
describe the expected backgrounds in order to draw conclusions on poten-
tial signals with any kind of confidence. In ATLAS analyses the modelling of
Standard Model backgrounds are heavily reliant on the Monte Carlo simula-
tions of such processes. The accuracy required for these simulations means
that in addition to the physics process in the collision, also the high inten-
sity LHC environment and the detailed detector response must be accurately
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Fig. 1 Pictorial representation of a tt̄h event as produced by an event generator. The hard interaction (big
red blob) is followed by the decay of both top quarks and the Higgs boson (small red blobs). Additional
hard QCD radiation is produced (red) and a secondary interaction takes place (purple blob) before
the final-state partons hadronise (light green blobs) and hadrons decay (dark green blobs). Photon
radiation occurs at any stage (yellow).

on the understanding of LHC physics. The construction, maintenance, validation and extension of event
generators is therefore one of the principal tasks of particle-physics phenomenology today.

The inner working of event generators

Fig. 1 pictorially represents a hadron-collider event, where a tt̄h final state is produced and evolves by
including effects of QCD bremsstrahlung in the initial and final state, the underlying event, hadronisation
and, finally, the decays of unstable hadrons into stable ones. Event generators usually rely on the fac-
torisation of such events into different well-defined phases, corresponding to different kinematic regimes.
In the description of each of these phases different approximations are employed. In general the central
piece of the event simulation is provided by the hard process (the dark red blob in the figure), which
can be calculated in fixed order perturbation theory in the coupling constants owing to the correspond-
ingly high scales. This part of the simulation is handled by computations based on matrix elements,
which are either hard-coded or provided by special programs called parton-level or matrix-element (ME)
generators. The QCD evolution described by parton showers then connects the hard scale of coloured
parton creation with the hadronisation scale where the transition to the colourless hadrons occurs. The
parton showers model multiple QCD bremsstrahlung in an approximation to exact perturbation theory,
which is accurate to leading logarithmic order. At the hadronisation scale, which is of the order of a
few ΛQCD, QCD partons are transformed into primary hadrons (light green blobs) by applying purely
phenomenological fragmentation models having typically around ten parameters to be fitted to data.
The primary hadrons finally are decayed into particles that can be observed in detectors. In most cases
effective theories or simple symmetry arguments are invoked to describe these decays. Another impor-
tant feature associated with the decays is QED bremsstrahlung, which is simulated by techniques that
are accurate at leading logarithmic order and, eventually, supplemented with exact first-order results. A
particularly difficult scenario arises in hadronic collisions, where remnants of the incoming hadrons may
experience secondary hard or semi-hard interactions. This underlying event is pictorially represented by
the purple blob in Fig. 1. Such effects are beyond QCD factorisation theorems and therefore no complete
first-principles theory is available. Instead, phenomenological models are employed again, with more
parameters to be adjusted by using comparisons with data.

3

Figure 6.12: Illustration of a simulated event [82].

modelled. The resulting simulations are, as a result, highly complex and un-
der constant development to accurately describe experimental data under
challenging and extreme conditions.

ATLAS simulations can roughly be divided into three main components
– generation of the physics event; simulation of the detector response; and
digitisation of the detector deposits. Several Monte Carlo generators exist
which are able to model proton-proton collisions. While the specifics of the
physics implementations in the generators are different, the main steps going
into the event generation is similar between the generators.

The initial proton-proton collision is described by the hard scattering be-
tween partons of the colliding protons. This gives rise to final states contain-
ing only elementary particles. To calculate this hard scattering the matrix
element of the particle interaction and production, along with the momen-
tum distribution of the initial colliding partons must be known. The matrix
element is calculated in perturbative QCD, while the initial momenta are
given by the proton parton distribution function (PDF) as exemplified in
Figure 6.13. After the initial hard scatter is simulated, additional gluon ra-
diation is added to account for either initial or final state particles radiating
gluons. This step is called showering and continues down to a low energy cut-



6.2. THE ATLAS EXPERIMENT 59
190 Eur. Phys. J. C (2009) 63: 189–285

Fig. 1 MSTW 2008 NLO
PDFs at Q2 = 10 GeV2 and
Q2 = 104 GeV2

tions [24]. In 2003, fits were performed in which the x and
Q2 range of DIS structure function data was restricted to
ensure stability with respect to cuts on the data, and cor-
responding NLO and NNLO “conservative” variants of the
MRST 2002 sets were derived (MRST 2003 C) [17]. The
next major milestone was in 2004, with a substantial up-
date of the NLO and NNLO sets (MRST 2004) [18], the
latter using the full NNLO splitting functions [25, 26] for
the first time and both incorporating a “physical” parame-
terisation of the gluon distribution in order to better de-
scribe the high-ET Tevatron jet data. A NLO set incor-
porating O(α) QED corrections in the DGLAP evolution
equations was also produced for the first time (MRST 2004
QED) [19], together with fixed flavour number LO and NLO
variants [20]. Finally, in 2006 a NNLO set “with errors” was
produced for the first time (MRST 2006 NNLO) [21], us-
ing a new general-mass variable flavour number scheme and
with broader grid coverage in x and Q2 than in previous
sets.

In this paper we present the new MSTW 2008 PDFs at
LO, NLO and NNLO. These sets are a major update to
the currently available MRST 2001 LO [15], MRST 2004
NLO [18] and MRST 2006 NNLO [21] PDFs. The “end
products” of the present paper are grids and interpolation
code for the PDFs, which can be found at [27]. An exam-
ple is given in Fig. 1, which shows the NLO PDFs at scales
of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the asso-
ciated one-sigma (68%) confidence level (C.L.) uncertainty
bands.

The contents of this paper are as follows. The new exper-
imental information is summarised in Sect. 2. An overview
of the theoretical framework is presented in Sect. 3 and the

treatment of heavy flavours is explained in Sect. 4. In Sect. 5
we present the results of the global fits and in Sect. 6 we ex-
plain the improvements made in the error propagation of the
experimental data to the PDF uncertainties, and their con-
sequences. Then we present a more detailed discussion of
the description of different data sets included in the global
fit: inclusive DIS structure functions (Sect. 7), dimuon cross
sections from neutrino–nucleon scattering (Sect. 8), heavy-
flavour DIS structure functions (Sect. 9), low-energy Drell–
Yan production (Sect. 10), W and Z production at the Teva-
tron (Sect. 11), and inclusive jet production at the Tevatron
and at HERA (Sect. 12). In Sect. 13 we discuss the low-x
gluon and the description of the longitudinal structure func-
tion, in Sect. 14 we compare our PDFs with other recent
sets, and in Sect. 15 we present predictions for W and Z to-
tal cross sections at the Tevatron and LHC. Finally, we con-
clude in Sect. 16. Throughout the text we will highlight the
numerous refinements and improvements made to the previ-
ous MRST analyses.

2 Survey of experimental developments

Since the most recent MRST analyses [15, 18, 21] a large
number of new data sets suitable for inclusion in the global
fit have become available or are included for the first time.
Some of these are entirely new types of data, while others
supersede existing sets, either improving the precision, ex-
tending the kinematic range, or both. Here, we list the new
data that we include in the global fit, together with an in-
dication of the parton distributions that they mainly con-
strain.

Figure 6.13: Proton parton distribution (MSTW 2008) function at different
momentum transfers [85].

off for the radiating particles. In the final step of event generation quarks
and gluons are, due to confinement, hadronised into mesons and baryons.
This hadronisation step is usually performed differently across generators,
and due to the non-perturbative nature of the process generator parameters
are tuned to reproduce experimental results [83]. Figure 6.12 illustrates the
different components of a simulated event produced by the SHERPA genera-
tor. For a more complete introduction to the LHC event generators see for
example [84].

After the collision itself has been simulated the interaction of the particles
with the detector is modeled using GEANT4 [86]. The detector simulation
includes the full detector geometry including both active (sensitive detec-
tor material) and inactive material (services like cables, cryostats, etc.) and
stores the interactions of particles with the detector. These simulated inter-
actions are in the final step transformed (digitised) to the detector output
format expected from the readout electronics, that is currents and voltages,
in real experimental data. The pileup conditions of the LHC are modelled by
overlaying multiple simulated events before the digitisation stage of the sim-
ulation [87]. After this step the simulated collision events are passed through
reconstruction in the exact same way as real experimental data.

As the GEANT4 detector simulation is very time consuming, an alter-
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native and fast simulation, called AtlFast-II or AFII for short, is sometimes
used [88]. This algorithm, among other things, uses a parametrised response
for the calorimeters, thus significantly reducing the time required for sim-
ulating an event. Although the fast simulation is not as accurate as the
full detector simulation, the benefits of the increase in simulated statistics it
allows for sometimes outweigh the drawbacks of the loss of accuracy.



Chapter 7

The τ Lepton in ATLAS

The τ lepton is the heaviest of the leptons with a mass of 1.777 GeV
and a proper decay length of 87 µm, corresponding to a mean lifetime of
290.3 · 10−15 s [24]. This very short lifetime means that detecting τ leptons
with the ATLAS detector is a very different process compared to detecting
their leptonic siblings — the electron and the muon. While the lighter lep-
tons are detected directly, the short lifetime of the τ means that it decays
before reaching the active regions of the detector. This means that what con-
stitutes a τ from an experimental point of view are the visible decay products
of the τ lepton.

There are two possible decay modes for the τ , commonly referred to as
hadronic or leptonic decays. The leptonic decays are characterised by decays
to a muon or electron along with two neutrinos, while the hadronic decay, as
the name suggests, are decays into hadrons accompanied by a neutrino. As
the neutrino is only weakly interacting and therefore escapes detection, the
only part of the decay that is observed are the leptons or the hadrons. For

τ

ντ

W−

e, µ, d

ν̄e, ν̄µ, ū

Figure 7.1: Feynman diagram of τ decay.
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Table 7.1: Requirements imposed on tracks associated with a reconstructed
τ lepton.

pT > 1 GeV
Pixel hits ≥ 2
SCT hits ≥ 7
Transverse distance τ vertex |d0| < 1.0 mm
Longitudinal distance τ vertex |z0 sin θ| < 1.5 mm

the most part electrons and muons originating from τ decays are difficult to
distinguish from prompt leptons. It is therefore commonly only the visible
decay products of hadronic decays that are referred to when speaking of a τ
in ATLAS. This is also the case throughout the ATLAS analyses presented in
this thesis. The hadronic τ lepton decays constitute 65% of the total decay
modes. Most commonly these decays contain either one or three charged
pions, 72% and 22% of the decays respectively, while the remainder mostly
contain charged kaons. A large fraction of these decays also contain a neutral
pion [24].

A main challenge in identifying hadronic τ decays is to distinguish them
from other particles with similar signatures in the detector. It is especially
hard to separate a τ decaying into several charged hadrons from jets of
hadrons produced when quarks and gluons fragment. Similarly electrons,
and sometimes even muons, can be mistakenly identified as a τ decay with
a single charged particle. τ leptons are identified using the main character-
istics of the τ jet, such as the shower shape and composition, together with
information from the reconstructed τ tracks.

7.1 Reconstruction
The input to the τ reconstruction algorithm are anti-kt jets with a distance
parameter of 0.4 satisfying pT > 10 GeV and η < 2.5 [89]. Furthermore, the
event is required to have reconstructed primary vertex with at least three
associated tracks [90]. As there are usually multiple simultaneous interactions
in an event, and thus also often several primary vertex candidates, the vertex
with the highest sum of associated track pT is chosen. However, this is not
necessarily the same vertex as the τ originated from. In order to make both
τ reconstruction and identification more stable against pile-up the τ vertex
is determined by matching the τ candidate tracks to the vertices — choosing
the vertex associated with the largest pT summed fraction of τ tracks. This
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Figure 7.2: Response curves (top) for hadronically decaying tau leptons for
different pseudorapidity regions [90]. Offline energy resolution (bottom) for
hadronically decaying tau leptons for different pseudorapidity regions [90].

vertex is in turn used to determine the τ direction, associated tracks as well
as being the basis for calculating identification variables. The τ vertex and
the primary vertex are different in about 10% and 1% of events in low and
high pT environments respectively [90].

The τ momentum magnitude and direction is calculated by summing
topoclusters, at the LC scale and in the tau vertex coordinate system, within
∆R < 0.2 of the jet seed barycenter. Tracks associated with the τ are
similarly required to lie within ∆R < 0.2 of the τ direction and satisfy the
requirements in Table 7.1. The same requirements are imposed on tracks in
the region 0.2 < ∆R < 0.4 used for τ identification described in the next
section. Furthermore an η- and pT-dependent energy calibration, shown in
Figure 7.2, to the hadronic τ energy scale (TES) is applied to match the
reconstructed to the true τ energy [91]. This additional energy correction is
needed as the calibration already applied to the input jets are not tailored to
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Figure 7.3: Inverse background efficiency versus signal efficiency for the
offline tau identification (top) and the 1 track τ electron veto (bottom) [90].
The red markers correspond to the loose, medium and tight ID working
points. Signal efficiencies are obtained from simulations and include both
reconstruction and identification efficiencies. ID background efficiencies are
obtained from multijet data, and electron veto background efficiency from
simulated Z → ee events.

the specific hadronic composition, nor the cone size of a τ jet. The resulting
τ energy resolution (TER) is shown in Figure 7.2 and ranges from around
20% at low energies to about 5% at high energies.

7.2 Identification
The reconstruction described in the previous section provides little rejection
against jets initiated by quarks and gluons. It is therefore necessary with a
separate step to identify and distinguish the reconstructed τ candidate from
jets and electrons. The following variables are used for τ identification [90]:

Central energy fraction Fraction of transverse energy deposited in the
region ∆R < 0.1 with respect to all energy deposited in the region ∆R < 0.2
around the τ candidate.

Leading track momentum fraction The transverse momentum of the
highest-pTcharged particle in the core region of the τ candidate, divided by
the transverse energy sum.

Track radius pT-weighted distance of the associated tracks to the τ direc-
tion within a cone of ∆R < 0.4.

Leading track IP significance Transverse impact parameter of the
highest-pTtrack in the core region divided by its estimated uncertainty.
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Figure 7.4: Identification efficiency corrections applied to hadronically de-
caying τ leptons [90].

Number of tracks in the isolation region Number of tracks associated
with the τ in the 0.2 < ∆R < 0.4.

Maximum ∆R The maximum ∆R between a track associated with the τ
candidate and the τ direction.

Transverse flight path significance The decay length of the secondary
vertex in the transverse plane divided by its estimated uncertainty.

Track mass Invariant mass calculated from the sum of the four-momentum
of all tracks.

Track-plus-π0-system mass Invariant mass of the system composed of
the tracks and π0 mesons.

Number of π0 mesons Number of π0 mesons reconstructed.

Ratio of track-plus-π0-system pT Ratio of the pTestimated using the
track + π0 information to the calorimeter-only measurement.

These variables are used as input to two separate BDT algorithms aimed
at identifying single and multi track τ decays respectively. Three working
points (loose, medium and tight) corresponding to different τ identification
efficiencies are defined, as seen in Figure 7.3. The working point signal ef-
ficiencies are to good approximation independent of both τ pT and pile-up
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(b) Two and three tracks

Figure 7.5: Comparison of the background and signal efficiencies of the τ
identification available in 2012 and 2013 [92].

conditions. Correction factors, shown in Figure 7.4, are also applied to adjust
the τ identification efficiency to the level observed in data.

In addition to jets faking a τ lepton, also electron and muons may mimic
a single track τ signature in the detector. As for jets though, there are
handles to further distinguish an electrons from a τ— transition radiation is
more likely to be emitted by an electron; the angular distance of the track
to the jet seed direction; the ratio of energy deposited in the EM relative
to that in the hadronic calorimeter and the ratio of energy deposited in the
outer part of the τ jet cone relative to the total energy. Variables quantifying
these differences are combined in a BDT used for electron-τ separation. The
performance of the τ electron veto is shown in Figure 7.3. Muons are to a
lesser extent misidentified as a τ , but can be further reduced by the standard
muon identification along with selections on the EM fraction and track-pT to
ET of the calorimeter deposit [90].

Even though this section describes the final τ reconstruction and identi-
fication of the 2012 data taking period, that was used for the 8 TeV analysis
presented in this thesis, the techniques and approach was similar also for the
2011 data taking. The main improvements of the τ identification and recon-
struction between these two periods, in addition to improved performance as
can be seen in Figure 7.5, was increased stability against pile-up. This was
necessary to deal with the significant increase in simultaneous interactions
in 2012 compared to the 2011 data taking period.



Chapter 8

Analysis Overview

There are many shared aspects of the two analyses presented in this thesis.
This chapter will attempt to summarise and describe common points, while
highlighting any distinctions, and differing features, that are bound to occur
in a joint description. The two following chapters will then describe the
details and results of the analyses.

8.1 Physics Object Definitions
In both the analyses standard ATLAS physics object definitions are used to
define the objects that enter the analyses [93]. These definitions are pro-
vided by dedicated performance groups in ATLAS for collaboration wide use
in physics analyses. These recommendations, along with other common tools,
are in turn collected in a common framework used in the ATLAS Supersym-
metry group called SUSYTools [94]. For the 7 TeV analysis object definitions
equivalent to those in SUSYTools 00-00-67-01 were implemented, while in
the final 8 TeV iteration of the analysis SUSYTools 00-03-14 was used.

Jets

Jets are reconstructed using the anti-kt algorithm with a distance param-
eter of ∆R = 0.4 in η−φ space. Topological calorimeter clusters [95, 96, 97],
which aim to reconstruct the shower of particles entering the calorimeter in
three dimension, are given as input to the algorithm, and summed as massless
four-vectors.

Several jet calibrations are available in ATLAS, and for the 8 TeV edition
of this analysis the local cluster weighting (LCW) method [98] was used.
This method applies separate energy corrections [95] to topological clusters
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depending on whether they are deemed to be of hadronic or electromagnetic
origin. For the 7 TeV analysis all jets were calibrated at the electromagnetic
scale. On top of this a calibration of the jet energy derived from simulations,
jet energy scale (JES), was applied to match the calorimeter’s response to
the true jet energy [95]. Effects caused by additional pile-up activity are
accounted for using the jet area subtraction method [99, 100], that estimates
pile-up in the event as well as the jet’s sensitivity to the estimated pile-up.

As a baseline, jets are required to lie within |η| < 2.8 and have pT >
20 GeV. These baseline jets are used for overlap removal, before additional
quality and kinematic requirements are imposed on the jets as described in
Section 8.2. For the 8 TeV analysis additional selections were applied to the
jets to mitigate the effects of the increased amount of pileup in the 2012 data
taking relative to that of 2011. The jets were required to have |η| < 2.5 and
pT > 30 GeV and all central jets (|η| < 2.4) below 50 GeV were required to
have a jet vertex fraction above 50%. Jet vertex fraction is defined as the
transverse momentum ratio of the sum of jet-matched tracks that originate
from the primary vertex, to the sum of all tracks associated with the jet.

b-jet

Jets originating from b-quarks are identified using the MV1 jet tagger
[101]. The tagger takes advantage of the longer lifetime, and consequently
decay length, of b-quarks relative to light quarks. This is achieved by using
information on the track impact parameters and any secondary vertices along
the jet axis [102]. The MV1 algorithm is based on a neural network taking the
output of three b-jet tagging algorithms (JetFitter+IP3D, IP3D and SV1) as
input [101]. Jets with pT > 25 GeV, |η| < 2.5 that are tagged as b-jets by
the MV1 algorithm, at the 60% working point, are identified as b-jets in the
analysis. At the 60% b-tagging efficiency working point, the misidentification
rate of light quark or gluon jets was less than one percent in the 7 TeV analysis
[103] and less than 0.5% in the 8 TeV analysis.

Electrons

Electrons were required to satisfy pT> 20 GeV and η< 2.47. In addition
they were required to pass Medium++ identification [104], and be recon-
structed by a cluster-based algorithm [105, 106]. Energy calibrations were
applied to electrons in data, while an energy smearing was applied to Monte
Carlo electrons [107]. Electron quality requirements were also imposed [108].
This ensured that if the electromagnetic shower of the electron extended to
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regions containing problematic calorimeter cells, or the electron is in the LAr
hole region, they are rejected. Signal electrons in the τ+e channel are also
required to be isolated, meaning that less than 10% of the transverse elec-
tron momentum is deposited in the calorimeter within a cone of ∆R = 0.2
of the electron track.

Muons

Muons identified as combined or segment tagged are kept if they satisfy
pT > 10 GeV and |η| < 2.4 [109]. Further quality requirements are applied to
the inner detector track of the muon, and additional momentum smearing is
applied to Monte Carlo to match observed distributions in data [110]. In the
final states including light leptons, muons are also required to be isolated,
meaning that less than 1.8 GeV of energy is deposited in the calorimeter
within a cone of ∆R = 0.2 of the muon track.

Missing transverse momentum

For the 8 TeV analysis the missing transverse momentum is calculated
using the MET_Egamma10NoTau algorithm that computes Emiss

T from topolog-
ical clusters. These clusters are in turn associated with identified objects,
electrons, photons, jets and muons, and their energy recalibrated accord-
ingly. Clusters that are not paired with an object are included in the Emiss

T
calculation as the SoftTerm. The Emiss

T is thus given by:

/E
RefFinal
T = /E

RefEle
T + /E

RefGamma
T + /E

RefJet
T + /E

RefMuons
T + /E

SoftTerm
T (8.1)

Contributions from electrons and muons are included using the above
analysis object definitions, without any isolation criteria. Jets with pT >
20 GeV and without any requirement on η are included with jet energy scale
calibration applied. The soft term is computed from remaining locally cali-
brated topoclusters and tracks. There is no separate treatment for hadroni-
cally decaying τ -leptons – these are included in the jet or soft term depending
on the pT of the τ jet.

In the 7 TeV analysis Emiss
T is calculated using MET_Simplified20_-

RefFinal. This a similar scheme to the one outlined above apart from two
main differences — it does not contain a dedicated photon term and both
the jets and the unassociated clusters are calibrated at the electromagnetic
scale [111].
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Taus

The details of the reconstruction and identification of hadronically de-
caying taus are treated in Chapter 7. The one τ part of the analyses uses
medium τ identification, while the two τ and τ +lep search channels use the
loose τ identification working point.

The Primary Vertex

The primary vertex is required have at least five (four in the 7 TeV anal-
ysis) associated tracks of pT > 0.4 GeV. In the case of multiple vertices
satisfying these criteria the vertex with the largest summed | pT |2 of the
associated tracks was chosen [112].

8.2 Event Cleaning
Care is taken to ensure that only good quality data enters the analyses. The
first step towards this goal is to require the data to be from a run that is
present in a Good Run List (GRL). As the name implies, this is a list of runs
that are deemed to contain good quality data that is suitable for analysis. A
run is deemed good if the LHC beam conditions are good, and the ATLAS
magnet systems are operating at full strength, and all detector subsystems
are functioning normally. This will result in the physics objects described
above being, mostly, well measured.

Furthermore, the interpretation of an event could be distorted by the pres-
ence non-collision, or beam induced, backgrounds, faulty or noisy calorimeter
regions, or muons that are not from the primary interaction. All these phe-
nomena could be interpreted as (fake) Emiss

T in the data, and it is therefore
important to mitigate their contribution as far as possible. The main sources
of these backgrounds are [95]

• Events where a beam proton collides with a gas molecule in the beam
pipe vacuum.

• Events caused by interactions between the beam halo protons and the
beam collimators.

• Cosmic-ray muons interacting with the detector simultaneously with a
collision event.

• Noise in the calorimeters.
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• Non operational detector regions.

Events with significant noise or noise bursts, in addition to hardware and
readout errors, in the LAr calorimeters are removed using the larError flag
[93]. Similarly, events with problems in the tile calorimeter are removed by
the tileError flag in the 8 TeV analysis. For periods G-J in the 8 TeV
analysis, additional corrupted tile calorimeter events were rejected using the
TileTripReader [93]. During the 2012 data-taking part of the read-out
system (TTC) was modified such that certain detector conditions could be
recovered by a reset of the read-out, without restarting the entire run. How-
ever, in the lumiblock following a reset this could result in events with parts
of the detector information missing. Such incomplete events were removed
using the coreFlags&0x40000 flag that indicates a TTC reset [93].

Calorimeter energy deposits from noise can be distinguished from those
made by particles using the characteristics of these deposits. An important
measure in this regard is the pulse in the read-out of the calorimeter cells.
The quantityQcell is defined as the quadratic difference between the measured
pulse and the expectation from simulation of the electronics response to a
real energy deposit. This variable forms the basis of many of the variables
used to distinguish calorimeter noise form real energy deposits [113]:

• fHEC: Fraction of the jet energy in the HEC calorimeter.

• 〈Q〉: Energy-squared weighted average of Qcell of the jet cells.

• fLAr
Q : Fraction of the energy in the LAr calorimeter cells with
Qcell > 4000.

• fHEC
Q : Fraction of the energy in the HEC calorimeter cells with
Qcell > 4000.

• Eneg: Energy of the jet from cells with negative energy.

Jets from beam induced backgrounds can be distinguished from jets originat-
ing from the primary collision by their shower shape, direction, associated
tracks and timing with respect to the collision. These hallmarks of jets from
beam induced backgrounds, and to some extent jets from cosmic rays, are
reflected in the following variables used to remove such jets [113]:
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Table 8.1: Selections defining Looser bad jets from [113]. If any of the
conditions are satisfied the jet is classified as fake.

Non-collision/cosmics
fEM < 0.05 and fch < 0.05 and | η |< 2
fHEC > 0.5 and | fHEC

Q |> 0.5 and 〈Q〉 > 0.8
fEM < 0.05 and | η |≥ 2

Calorimeter noise

fmax > 0.99 and | η |< 2
| Eneg | > 60 GeV
(fEM > 0.95 and fLAr

Q > 0.8 and 〈Q〉 > 0.8
and | η |< 2.8)

• fEM: Energy deposited in the electromagnetic calorimeter, divided by
the total jet energy.

• fmax: Maximal energy fraction in any single calorimeter layer.

• fch: Ratio of the scalar sum of the pT of the tracks associated with the
jet divided by the jet pT.

Table 8.1 shows the criteria used to identify fake jets in the analyses in this
thesis. These selection corresponds to the Looser bad jet definition that is
standard for SUSY analyses. It is designed to reach a signal efficiency for
real jets of 99.8%, with a fake jet rejection of about 50% [113]. In the 7 TeV
analysis jets above 100 GeV and with |η| < 2.0 were further required to have
charge fraction greater than 2%, or 5% if the electromagnetic fraction of the
jet is larger than 90%. This requirement further rejects contribution from
cosmic and beam background along with detector noise. In certain runs of
the 2012 data taking periods B1 and B2 there was a noisy Tile calorimeter
cell that had not been masked in the reconstruction. This was dealt with by
removing events in these runs where a jet points towards the problematic cell,
and the jet has its highest energy fraction deposited in the second layer of the
Tile calorimeter, and this fraction is more than 60% of the total jet energy.
The inefficiency introduced by this event veto was found to be negligible
[114].

Another source of fake Emiss
T is dead, i.e. non operational, calorimeter

regions. Two methods are used to estimate the energy deposited in the dead
calorimeter cells. One is a cell level correction that uses information from
the neighboring cells, assuming the same energy density. The other, referred
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to as jet level, uses jet shape information from simulations. This results in
two variables that correspond to the fraction of the total jet energy coming
from the respective correction, Bcell

corr and Bjet
corr. The cell based correction is

the default applied in jet reconstruction [115, 116].
In period E to H in the 2011 data taking a hardware failure resulted in

missing energy measurement in the LAr calorimeter in the region 0 < η < 1.4
and −0.8 < φ < −0.6, commonly referred to as the "LAr Hole" region [117].
During both the 2011 and 2012 data taking a small fraction of Tile calorime-
ter cells has been non operational, mainly due to faulty power supplies. Fake
Emiss

T arising from these dead detector regions can be significantly reduced
by using information on the corrections applied to the jet energies. In the 7
TeV analysis this was done by estimating the contribution to Emiss

T from non
operational detector regions by projecting the energy correction applied to
the jet onto the direction of Emiss

T :

∆Emiss, corr
T =

∑
jets

∆pcorr
T cos ∆φ(jet, Emiss

T ). (8.2)

Here the sum runs over jets in the inactive detector regions, and ∆pcorr
T is

the momentum correction applied to the jet using the jet level correction
method. Events were vetoed if ∆Emiss, corr

T > 10 GeV, or is larger than 10%
of the total Emiss

T in the event [117]. Typical rejection factors for fake events
are in the range of about 10, with a corresponding signal efficiency of around
99% [118]. In the 8 TeV analysis such events with fake Emiss

T due to non
operational cells were removed by vetoing events with a jet above 40 GeV
that has more than 5% of its energy from the jet level correction, and that
points in the direction of Emiss

T in the event (∆φ(jet, Emiss
T ) < 0.3) [107]. As

the dead material regions are emulated in simulations the cleaning is applied
to both data and simulations.

Badly reconstructed, or fake, muons can also be a source of (fake) Emiss
T .

This includes for example events where particles from very energetic jets
travers the calorimeters and enter the muon system (punch through), or
incorrect matching of inner detector tracks with hits in the muon spectrom-
eter. Following SUSY group recommendations such events were rejected by
vetoing events containing badly reconstructed muons before overlap removal.
Finally events containing cosmic muons, identified by their large impact pa-
rameter, after overlap removal were rejected [107]. The selections outlined
in this section are, together with the primary vertex requirement, applied as
a baseline to all parts of the analysis.

Figure 8.1 shows the effect of cleaning and quality requirements described
here on data collected in 2012. The selections are clearly seen to reduce the
large tail in the Emiss

T distribution, mainly associated with the unphysical
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Figure 8.1: Effect of consecutively applied event cleaning selections on Emiss
T

and leading jet variables. The Emiss
T distribution shows dijet events with

significant Emiss
T , i.e. the selections corresponding to the trigger plateau re-

quirements. The other distributions have a more signal-like selection im-
posed, with at least two energetic jets (HT > 800 GeV), and significant Emiss

T
(Emiss

T /meff > 0.2) required. Detector cleaning refers to the removal of events
with corrupted Tile or LAr information, and treatment of the TTC resets.
Emiss

T cleaning refers to the removal of events with energetic jets pointing
towards dead Tile regions.

structures observed in the η and φ distributions of the leading jet and Emiss
T

as a result of problematic or noisy detector regions and non-collision back-
grounds.
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8.3 Treatment of Overlapping Objects
When analysis objects are found to overlap in the detector it is necessary
to solve the ambiguous interpretation and reconstruction of the event, such
that only one of the objects are kept. The overlap criteria are based on the
geometrical variable ∆R =

√
∆φ2 + ∆η2 that quantifies how close together

two objects are in the detector. The conflicting object interpretations are
treated by the following criteria:

1. A tau candidate is rejected if it overlaps with either an electron or a
muon within ∆R < 0.2.

2. A jet is rejected if it overlaps with a tau or an electron within ∆R < 0.2.

3. A muon is rejected if it overlaps with a jet within ∆R < 0.2.

4. Finally, an electron or a muon is rejected if it overlaps with a jet within
0.2 < ∆R < 0.4 since it is then assumed to be originating from a
secondary decay within a jet.

8.4 Kinematic Variables
The composite kinematic variables used throughout the analyses are

• The transverse mass between Emiss
T and the τ lepton which is the trans-

verse version of an invariant mass between two objects

mT =
√

2pτTEmiss
T (1− cos(∆φ(τ, pmiss

T )))

• The transverse scalar sum of the visible analysis objects

HT = pτT +∑
jets p

jeti
T

• The effective mass of the event

meff = HT + Emiss
T

• The minimum azimuthal angle between Emiss
T and the two leading jets

in the event

∆φ1,2
min = min (∆φ(jet1, E

miss
T ),∆φ(jet2, E

miss
T ))
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8.5 Standard Model Backgrounds
As can be seen from the previous section the relation between the true con-
stituents resulting from a proton-proton collision and the measured and re-
constructed signal deposited in the detector is rather complex. Therefore a
careful consideration of how various physics processes will enter in an analy-
sis after detection and full event reconstruction is necessary. This section will
briefly summarise the main Standard Model and Supersymmetric processes
investigated along with their detector signature characteristics.

Several Standard Model processes can leave detector signatures similar
to that of the SUSY signal that is searched for — namely significant Emiss

T ,
multiple high energy jets and a τ lepton. Among the main ones are W and
Z bosons produced in association with jets, pairs of top and anti-top quarks
and events with multiple jets from QCD processes. The first of these are
commonly referred to as electroweak backgrounds.

The electroweak processes may naturally give events with τ leptons from
the decay of the bosons in the event. Furthermore, the neutrinos from the
same decays are a source of Emiss

T as they escape detection. Events with
a Z-boson decaying into a τ pair has no other source of real Emiss

T than
the neutrinos from the hadronic τ decay, resulting in most of these events
failing selections on Emiss

T . On the other hand, events where the Z-boson
decays to neutrinos will often have significant Emiss

T . Although there is no
τ in these events, they can enter the analysis through misidentification of
jets as τ leptons, as is the case also for W and tt̄ events. Both W and Z
bosons can be produced in association with jets leading to events with high
jet multiplicities. Even though the cross section for these events is steeply
falling with the additional number of jets produced, these processes are still
a major source of background due to the initially very high production cross-
section of W and Z bosons at the LHC (see Figure 6.2).

Top quarks almost exclusively decay into a b-quark and a W-boson. The
topology of events where top quark pairs are produced will therefore largely
depend on how the W-boson decays. These events will naturally have large
jet multiplicities with at least two b-quarks present and possibly additional
jets from hadronic decays of one or both of the W-bosons. As for the elec-
troweak bosons these events may contain both τ leptons and neutrinos from
the decay of the W-boson seen in the detector as Emiss

T .
Unlike the previous background processes QCD multijet events contain

no real sources of τ leptons or missing energy in the event. Rather these
events may enter the analysis when both the τ is misidentified and the Emiss

T
originates, mainly, from mismeasurements of the objects in the event. While
the combination of these two occurring simultaneously might seem unlikely,
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Figure 8.2: Examples of strong production modes in Supersymmetry.

the very high production cross-section for QCD processes requires that also
such events are taken into account.

Like for the background also the characteristics of the supersymmetric sig-
nal can be different across the large parameter space spanned by the theory.
The following section will take a closer look at examples of supersymmetric
models searched for in the analyses presented in this thesis. This will allow
us to better understand how to go about searching for these signals in the
ATLAS data.

8.6 Supersymmetric Signals
The characteristics of a supersymmetric signal varies not only by the specific
supersymmetric model and the region of parameter space, but also the pro-
duction mechanism and allowed decays of the supersymmetric particles. It is
therefore beneficial to tailor a search for SUSY to a specific signature of the
model to best exploit the defining features of the targeted signal compared
to the Standard Model backgrounds. This both maximises the sensitivity
of the joint ATLAS search effort for SUSY, as well as covering as much as
possible of the allowed phenomenology within supersymmetric theory. The
SUSY searches presented here are designed to target a generic strongly pro-
duced supersymmetric signal, i.e. the supersymmetric particles produced in
the collisions are squarks and gluinos as exemplified in Figure 8.2. Such a
signal has the advantage of a comparatively large production cross-sections,
even for higher sparticles masses, compared to other production modes. Fig-
ure 8.3 shows the fraction of strong production and the total cross section
for the three signal grids investigated, giving a rough indication of where the
analyses are expected to be most sensitive.

For all the simulated signal samples, cross-sections are calculated to
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Figure 8.3: Fraction of total cross section that is strongly production (left)
and total cross section (right) in the investigated signal grids.
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next-to-leading order with soft gluon emission included at next-to-leading-
logarithmic accuracy [119, 120, 121, 122]. Both the nominal signal cross-
sections, and their uncertainties, are taken from an envelope of predictions
where different PDFs along with factorisation and renormalisation scales are
used. The procedure is described in detail in for example [123].

Additionally, a sparticle mass hierarchy where the produced sparticles
are significantly heavier than the lightest sparticles are targeted. This type
of signal is characterised by several energetic jets produced in the decay of
the initial sparticles along with Emiss

T from the lightest sparticle escaping
detection, assuming that R-parity is conserved. No further requirements are
placed on the LSP, and interpretations are made in models where either the
gravitino or the neutralino is the LSP in addition to a model where the LSP
is unstable (R-parity not conserved). Furthermore a τ is required at some
step of the decay chain — this occurs for example when the τ̃ is the next-
to-lightest sparticle where the τ̃ then decay into a τ and the LSP. This is
of particular interest as the mass mixing in large portions of the parameter
space of many models leads to the τ̃ being the NLSP. Additionally, these
regions often also have a relic dark matter density that is consistent with
experimental measurements, as is the case for the mSUGRA co-annihilation
region. The following sections will describe the specific slices of parameter
space of the models that are investigated in this work.

There are a host of other searches for Supersymmetry in ATLAS, and
most of them largely complement each other. Some are designed to search
for SUSY events where the sparticles produced are sleptons or charginos
(electroweak production); the initial sparticles are third generation squarks;
specific types of particles in the final state; intermediate Standard Model
bosons in the decay chains; long lived sparticles; compressed sparticle mass
spectra, to name a few. Although the results, when interpreted in the context
of a specific model, might be similar and therefore may seem redundant,
they are, by virtue of targeting different signal types, gleaning important
and separate pieces of information from the available data. This approach
of leaving no stone unturned is clearly sensible, given that we have little
indication of what we are actually looking for within the vast possibilities of
SUSY phenomenology.

8.6.1 GMSB
In the following work GMSB models are studied in the Λ-tan β plane for
Mmes =250TeV, N5 =3, sign(µ)=+ and Cgrav =1. The free parameters are
chosen to limit the event topologies to the final states of interest. The chosen
Cgrav avoid long NLSP lifetimes; N5 ensures a τ̃ NLSP across large portions



80 Analysis Overview

M
ea

n 
H

T
 [G

eV
]

0
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
2400

1157.2 1362.1 1556.7 1734.8 1890.8 2038.2 2144.7 2245.0 2231.1

1154.5 1378.6 1571.3 1772.4 1934.6 2062.4 2213.1 2235.7 2297.5

1375.3 1565.6 1774.5 1914.6 2070.3 2171.2 2203.9 2294.6

1147.7 1361.4 1570.9 1747.9 1923.7 2060.9 2175.2 2203.8 2315.0

1147.3 1361.1 1562.0 1752.9 1919.7 2030.4 2170.6 2320.5 2307.1

1148.8 1366.3 1556.9 1749.1 1937.9 2059.3 2238.2 2272.3 2374.1

1152.5

1370.0 1565.1 1752.6 1909.9 2063.0 2234.2 2269.8 2414.3

1578.6

1574.6 1750.5 1923.1 2070.8 2227.3 2258.4 2420.9

1763.1 1930.2

2095.5 2178.1 2313.4 2374.3

 [TeV]Λ

40 50 60 70 80 90 100 110 120

β
ta

n

0

10

20

30

40

50

60

=1grav>0, Cµ=3, 5=250 TeV, NmessGMSB: M

(a) HT

 [G
eV

]
m

is
s

T
M

ea
n 

E

0

100

200

300

400

500

600

700

800

266.5 316.5 365.5 416.0 461.6 514.8 570.8 590.9 651.9

267.3 314.3 362.3 411.9 457.0 513.8 539.0 574.4 714.7

326.8 367.9 421.5 457.8 493.9 533.1 597.4 602.7

292.5 348.5 399.3 444.3 481.8 519.2 541.2 583.0 660.0

295.7 351.7 401.6 450.7 500.1 547.9 600.3 625.2 803.6

296.6 348.9 400.7 460.0 501.9 555.5 606.5 672.2 659.5

291.7

349.3 400.4 460.5 510.2 556.0 614.4 642.0 734.6

395.2

406.1 456.6 502.8 538.7 604.7 675.5 779.6

464.8 498.8

569.5 614.1 617.5 686.4

 [TeV]Λ

40 50 60 70 80 90 100 110 120
β

ta
n

0

10

20

30

40

50

60

=1grav>0, Cµ=3, 5=250 TeV, NmessGMSB: M

(b) Emiss
T

 [G
eV

]
T

M
ea

n 
m

0

50

100

150

200

250

300

109.2 129.0 148.3 166.0 178.1 213.0 244.0 225.4 239.4

116.5 128.4 148.3 164.9 180.6 203.5 220.9 246.1 261.9

138.5 151.6 167.3 184.1 191.8 211.3 222.6 259.9

129.0 149.6 168.6 184.8 204.2 209.2 224.4 210.5 270.5

132.0 151.1 172.6 195.2 208.0 233.7 247.5 248.4 344.4

134.2 153.6 173.3 191.1 213.2 232.6 246.5 273.9 244.7

140.5

162.5 178.5 193.8 217.2 235.4 209.8 258.1 211.2

184.2

189.6 197.0 208.2 212.5 248.7 228.9 286.8

207.4 231.5

246.1 244.3 254.8 314.5

 [TeV]Λ

40 50 60 70 80 90 100 110 120

β
ta

n

0

10

20

30

40

50

60

=1grav>0, Cµ=3, 5=250 TeV, NmessGMSB: M

(c) mT
M

ea
n 

# 
je

ts

0

1

2

3

4

5

6

7

6.5 6.6 6.6 6.6 6.6 6.5 6.4 6.3 6.0

6.6 6.8 6.8 6.8 6.9 6.8 6.9 7.1 6.1

6.9 6.8 6.9 6.8 7.1 7.1 7.2 6.7

7.1 7.2 7.2 7.2 7.1 7.0 7.0 7.4 6.7

7.1 7.2 7.3 7.3 7.4 7.2 7.4 7.3 6.9

7.0 7.2 7.3 7.4 7.5 7.3 7.4 7.4 7.1

6.9

7.1 7.2 7.3 7.3 7.4 7.6 7.4 7.1

7.2

7.1 7.1 7.2 7.3 7.5 7.1 6.9

7.2 7.4

7.2 7.1 7.0 7.6

 [TeV]Λ

40 50 60 70 80 90 100 110 120

β
ta

n

0

10

20

30

40

50

60

=1grav>0, Cµ=3, 5=250 TeV, NmessGMSB: M

(d) Number of jets
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(e) Number of electrons and muons
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Figure 8.4: Main kinematic properties of the GMSB signal grid at a centre-
of-mass energy of 8 TeV. All quantities are reconstructed with objects as
defined in Section 8.1.
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of the parameter space, giving τ rich final-states. The chosen parameters also
ensure that squark/gluino pair production is the dominant production mech-
anism. Previous results from LEP [124, 125, 126] exclude τ̃ NLSP masses
below 87 GeV in GMSB models assuming pair production of τ̃ sleptons and
subsequent prompt decay of the τ̃ into a τ and a gravitino.

Due to the increasing sparticle masses with the SUSY breaking scale
the cross-section is strongly dependent on Λ, while there is very little cross-
section dependence on tan β. Additionally, Λ and tan β are the most impor-
tant model parameters for the event topology. Figure 8.4 shows the main
kinematic properties relevant for this analysis across the chosen GMSB grid.
As expected, for increasing Λ, and therefore sparticle masses, the dimensional
variables, Emiss

T HT, mT, are increasing. The number of reconstructed jets
with transverse momentum above 30 GeV are close to uniform and equal to
7 across the grid. The mean number of reconstructed electrons and muons
are highest at low tan β where the slepton is NLSP, while the mean number
of τ leptons are increasing with tan β as the τ̃ is NLSP in this region. For
intermediate tan β, the CoNLSP region, the slepton and τ̃ are almost mass
degenerate.

8.6.2 mSUGRA
While the relatively high Higgs Boson mass is difficult to accommodate in
large portions of the parameter space, there are regions where the Higgs
Boson mass is in agreement with the value observed at the LHC [127, 128,
129]. One such parameter choice is A0 = −2m0, tan β = 30 and sign µ = +1.
Additional motivation for searches with τ leptons in this grid stems from
the fact that the τ̃ is the NLSP in a region where the Dark Matter relic
density is compatible with measurements performed by WMAP and Planck
[130, 131]. In this so-called coannihilation region the small mass splitting
between the neutralino LSP and stau NLSP will allow the two particles
to coannihilate in the early universe, reducing the abundance of relic dark
matter to experimentally acceptable levels [37]. The stau NLSP will give
final states containing τ leptons from the decay into the LSP. However, due
to the small mass splitting the produced τ leptons often have low momentum
– possibly too low to be reconstructed by the ATLAS detector.

Figure 8.5 shows the main kinematic properties of the mSUGRA grid
studied here. HT, Emiss

T , mT all increase roughly with increasing values of
m1/2. The mean number of reconstructed jets along with electrons and muons
is highest at high m0 and lowest in the coannhilation region ranging from
6-10 and 0.2-0.7 respectively. While the grid in general is not very τ rich,
with the mean number of τ leptons usually below 0.1, the number is almost
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Figure 8.5: Main kinematic properties of the mSUGRA signal grid at a
centre-of-mass energy of 8 TeV. All quantities are reconstructed with objects
as defined in Section 8.1.
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three times as large in most of the coannihilation region. The mean number
of τ leptons is seen to drop again at the points in the coannihilation region
with the lowest values of m0, where the energy of the produced τ is below
the reconstruction threshold.

8.6.3 bRPV
The bRPV [132, 133] grid has the same model parameters as the mSUGRA
grid, but has bilinear R-parity and lepton number violating terms. The bRPV
terms lead to mixing of gauginos, higgsinos and neutrinos into mass eigen-
states. From this connection between neutrinos and neutralinos the RPV
parameters are chosen [134] to be consistent with constraints from neutrino
oscillation experiments [135]. The decay chains are as for the R-parity con-
serving case, except for the LSP decay. The LSP decay is required to be
prompt (cτ < 5 mm) and the lightest neutral Higgs mass to be consistent
with the observed value. The R-parity violating couplings give τ leptons in
the final state from decays of the neutralino LSP into Z and W-bosons, or τ
leptons in association with a W-boson or neutrinos [136].

Figure 8.6 shows the main kinematic characteristics of the bRPV grid un-
der investigation. Both Emiss

T and HT in the grid are seen to increase with
higher m1/2 and lower m0. Compared to the models of the previous section a
comparatively high HT and low Emiss

T is observed. mT increase with increas-
ing m1/2 while the mean number of electrons and muons are almost uniform
across the grid and equal to 1. The jet multiplicity is also comparatively
high, with numbers ranging from 7 to almost 11. The mean number of re-
constructed τ leptons is around 0.2-0.3 for most of the grid. In the corner
of high m1/2 and low m0 however, where neutralino pair-production is the
dominant production process, this is almost doubled.

8.6.4 nGM
Natural gauge mediation (nGM) [137] is a simplified model, based on general
gauge mediation (GGM) [138], with constraints from fine tuning arguments
imposed. All sparticles that are not relevant to the fine tuning of the Higgs
sector are decoupled, leaving light Higgsinos, a light stop, a light gluino and
a light gravitino LSP. This results in minimal fine tuning while all current
collider constraints are satisfied. Furthermore the stau is required to be the
NLSP to have tau rich final states. Assuming coloured production to be
dominant, limits on the gluino mass can be set by assuming that the gluino
is the only light coloured sparticle.
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Figure 8.6: Main kinematic properties of the bRPV signal grid at a centre-
of-mass energy of 8 TeV. All quantities are reconstructed with objects as
defined in Section 8.1.
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The resulting model therefore consists of gluino pair production followed
by one of the decay chains consistent with the sparticle mass spectra:

• g̃ → gχ̃0
1,2 → gτ̃ τ → G̃gττ

• g̃ → χ̃0
1,2qq̄ → τ̃ τqq̄ → G̃ττqq̄

• g̃ → qq′χ̃±1 → qq′ντ τ̃ → G̃qq′νττ

As the resulting final states all contain at least two τ leptons, the one
τ part of the analysis was not found to add any significant sensitivity to
the other analysis channels in the context of this model. Therefore no nGM
interpretation was made in the one τ analysis. However, combined limits
were set by the three other channels in the plane spanned by the gluino and
stau masses.

8.7 Separating SUSY Signals from
Standard Model Backgrounds

From the characteristics of the backgrounds and the Supersymmetric signals
of the previous section we can begin to determine how to best select events to
pick out a potential signal from the huge amount of Standard Model back-
ground processes. A simple selection on variables generally distinguishing
the targeted signals from Standard Model bakgrounds is found, in order to
remain inclusive with respect to supersymmetric models and sections of pa-
rameter space. At the same time the selection is optimised to be maximally
sensitive to the discovery of such generic signal topologies. To this end, a se-
lection of signal points from each of the three signal models of the previous
section is chosen to represent the variation of the kinematics, seen from Fig-
ures 8.4-8.6, within the model. Values obtained from the optimisation are
then chosen that form a good compromise of sensitivity across the models
and parameter variations.

The figure of merit used for the optimisation is the modified Asimov
approximation of discovery significance [139]:

zA ≡

√
2

{
(Nsig +NBG)ln

[
(Nsig +NBG)(NBG + σ2

NBG
)

N2
BG + (Nsig +NBG)σ2

NBG

]
−

N2
BG

σ2
NBG

ln

[
1 +

Nsigσ2
NBG

NBG(NBG + σ2
NBG

)

]}
where Nsig and NBG are respectively the expected number of signal and
background events passing the selection and σBG is the uncertainty on the
expected background yield. The background uncertainty is taken to be a
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Figure 8.7: ∆φ(jet1/2, Emiss
T ) Background rejection versus signal efficiency,

and signal and background selection efficiencies against selection value. Back-
ground is multijet MC (JXZW) and signals are simplified SUSY models with
squark-squark or gluino-gluino production and direct decay into the LSP at
centre-of-mass energy of 8 TeV.

flat 25% throughout this section. This is a modified version of the Asimov
significance [140]:

zA ≡
√

2
[
(Nsig +NBG) ln

(
1 + Nsig

NBG

)
−Nsig

]
,

that does not take background uncertainties into account and therefore over-
estimates the expected significance. The main advantage of this significance
measure over the familiar and more intuitive Nsig/

√
NBG, that it reduces to

in the large-statistics limit, is that it more accurately describes the true sig-
nificance also in cases where Nsig is not small compared to NBG, as shown in
[141].

The optimisation shown in this section is carried out after basic event
and trigger selection using the objects presented in the previous section.
Furthermore, all Standard Model contributions in the analyses are consid-
ered, except for in Figure 8.7, with corrections obtained from data applied
and the signal is weighted by their process dependent NLO cross-sections. As
the optimisation, naturally, was carried out before the analysis was finalised,
the background estimates are not the final ones obtained in the analysis, but
the differences are, in any case, small. Although this section presents optimi-
sation for a centre of mass energy of 8 TeV and an integrated luminosity of
20.3 fb−1 the qualitative conclusions hold equally well for the 7 TeV analysis.
The selection values applied for the two signal regions in the 8 TeV analysis
are indicated by the solid and dashed gray lines in Figures 8.9-8.11.
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Figure 8.8: Significance of Emiss
T /meff selection at centre-of-mass energy of 8

TeV after basic pre-selection of events with moderately high Emiss
T and HT.

Multijet Rejection

Due to the large cross-section of QCD multijet events coupled with the
difficulty of accurately simulating events that are sensitive to detector mis-
measurements, separate selections are applied to remove contributions from
this process. Two common approaches to achieve this, is to remove events
where Emiss

T points in the same azimuthal direction as one of the energetic
jets in the event, as this is indicative of mismeasurement of the jet creating
fake Emiss

T in the event. Another approach that also efficiently removes such
events, is to require that the Emiss

T correspond to a certain fraction of the
total transverse momentum in the event. Jet mismeasurement giving Emiss

T
will often be proportional to the jet energy and it would take a large mis-
measurement, which is less likely, to give significant Emiss

T relative to the jet
energy.

Both analyses apply a selection on the azimuthal angle between Emiss
T

and the two leading jets in the event, ∆φ(jet1/2, Emiss
T ). Figure 8.7 shows the

background rejection versus signal efficiency, and efficiencies for a given se-
lection value on this quantity after a pre-selection requiring moderately high
Emiss

T and HT. The signal used to show the efficiency of the selection is a
simplified model of pair-production of squarks or gluinos directly decaying
into the LSP, while the background in this case refers to multijet simulations
only. A selection on ∆φ(jet1/2, Emiss

T ) > 0.4 is seen to reject close to 90% of
the multijet contribution while retaining almost 90% signal efficiency for dif-
ferent production mechanisms and sparticle masses. While being an efficient
way of removing multijet events, the selection on Emiss

T /meff was removed and
replaced with a selection on Emiss

T to suppress the multijet contribution in the
8 TeV edition of the analysis. The reason for this choice is demonstrated in
Figure 8.8, where the selection is seen to significantly reduce the sensitivity
to R-parity violating signals due to the relatively lower Emiss

T in such models.
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Figure 8.9: Significance of mT selection at centre-of-mass energy of 8 TeV
after basic pre-selection and QCD Multijet rejecting selection of events.

Such a selection would also reduce the sensitivity to signal topologies with
significant jet activity.

Transverse Mass (mT)

The transverse momentum can be used to efficiently reduce large portions
of the electroweak backgrounds. In particular W+jets events, where the
transverse mass is limited to the W-boson mass when both Emiss

T and the τ
lepton originates from the W-boson decay products. This is, however, not
necessarily true for events where the τ is from a misidentified jet and no
such bounding by the W mass holds. Therefore, a higher fraction of events
containing misidentified τ leptons are in general found at higher mT values
compared with below the W mass.

Similar effects, albeit less pronounced, are also observed in tt̄ events and
Z+jets events. In the case of tt̄, real τ leptons and portions of Emiss

T originate
from a W-boson decay, giving rise to a similar mT shape to that of W+jets.
For Z+jets where the Z-boson decay into a τ pair, similar behaviour is also
seen due to the comparable mass scales of the two bosons, although Emiss

T
in these events is usually insufficient to produce high mT values. Z-bosons
decaying into neutrinos are likewise more prominent at large mT values, due
to the presence of significant real Emiss

T from neutrinos combined with a fake
τ .

For similar reasons the mT selection is not a very efficient discriminator
of QCD multijet events, as there is no connection between the origin of the
τ and the fake Emiss

T in these events. Such events result in a bump in the
mT spectrum, whose position is determined by the τ energy threshold and
the Emiss

T trigger threshold selection. As both the pT distribution of the
fake τ and the Emiss

T distributions for such events are steeply falling, most
events of this type have values for the variables just above their threshold
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Figure 8.10: Significance of Emiss
T selection at centre-of-mass energy of 8 TeV

after basic pre-selection, multijet rejecting selection and selection on mT.

values. Combined with an almost uniform angular distribution between Emiss
T

direction and the τ lepton, this gives rise to a peaking structure at the scale
of the selections applied to Emiss

T and τ pT.
Signal, on the other hand, is close to flat in this variable with the dis-

tribution shifted to higher values with increasing Λ in GMSB and m1/2 in
bRPV and mSUGRA as seen in Figures 8.4-8.6. Figure 8.9 shows the Asi-
mov significance for the selected points in the GMSB, bRPV and mSUGRA
grids. The significance shapes are very similar for all points, allowing for a
common selection value without sacrifice of sensitivity in any of the mod-
els. The second peaking structure of the background is also reflected in the
significance curves at mT values around 100 GeV. Additionally, the lack of
sample statistics is apparent for a couple of the bRPV grid points due to the
150 GeV selection on Emiss

T already imposed due to trigger efficiency require-
ments. A selection of mT greater than 140 GeV is indicated in the figure
and imposed before the optimisation of Emiss

T in the following section. This
value is slightly higher than the optimal choice with respect to maximising
the significance, but was chosen to also take control region statistics into
consideration.

Missing Transverse Momentum (Emiss
T )

For Emiss
T there are backgrounds where there is naturally occurring miss-

ing energy from neutrinos escaping detection, and those where Emiss
T is pre-

dominantly from mismeasurements of the other event objects. The former
is particularly relevant for electroweak backgrounds and especially Z → νν.
There, the final state is dominated by neutrinos escaping detection, giving
rise to significant real Emiss

T in the event. An example of the latter is multijet
events where the dominant effect giving rise to Emiss

T is mismeasurements.
The R-parity conserving signal is characterised by having higher Emiss

T
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than the backgrounds due to an additional weakly interacting particle escap-
ing detection in addition to the neutrino, namely the lightest supersymmetric
particle. For the R-parity violating grid, bRPV, the LSP is unstable and de-
cays into Standard Model particles than can be detected and therefore in
general have lower Emiss

T than for the R-parity conserving cases. Figure 8.10
shows significance curves for selecting high Emiss

T values for selected points
in the three models after the pre-selection and mT selection is applied. It is
clear that the R-parity conserving models favours higher cut values than the
R-parity violating model along with low m1/2 points in the mSUGRA grid.
To be sensitive also to these lower Emiss

T topologies the 8 TeV edition of the
analysis uses two signal regions, one of which has a looser selection on Emiss

T .

Transverse Scalar Sum (HT)

The transverse scalar sum, HT, of an event quantifies the total amount
of transverse energy in an event. It can be defined in several ways depending
on which objects are included in the sum. In the analyses in this work all jets
and τ leptons, as defined in Section 8.1, are included. Supersymmetric events
where the mass difference between the produced sparticle and the LSP is
large, generally have high HT due to the long decay chains and large available
kinematic phase space for the decays. Contributions to HT are, through the
high number of decay products, the highly energetic objects created in the
decay, or a combination of the two. Selecting on HT is therefore an indirect
choice of the supersymmetric mass splitting, and mass scale, targeted by
the analysis. Analyses based on such selections, in general, have a lower
sensitivity to compressed, i.e. small sparticle mass splittings, scenarios where
the decay products have low momentum – possibly to the extent that they
are not reconstructed.

For the models investigated here, mass splittings are generally large and
typicallyO(TeV), resulting in significantHT. In particular the GMSB, bRPV
and certain parts of the mSUGRA grids are characterised by several highly
energetic jets. Figure 8.11 shows significance curves for points in the three
models after selections on multijet rejecting variables, mT, and Emiss

T have
have been applied. Generally large HT selections are preferred across the
grids, but with some remaining dependence on the selection of a specific
point and model. When selecting a HT value to define a signal region, there
are also other considerations to take into account. One is the background
composition of a potential signal region, another is selecting a value which
yields good sensitivity to points with cross-sections that could be excluded,
or discovered, with the available dataset.
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Figure 8.11: Significance of HT selection at centre-of-mass energy of 8 TeV
after basic pre-selection, multijet rejecting selection and selection on mT and
Emiss

T .
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8.8 Background Estimation Techniques
Even though ATLAS simulations are remarkably detailed and accurate they
are not without uncertainties. There are uncertainties related to all steps of
the simulation from the initial hard interaction in production cross-sections
and event topologies; the subsequent showering process of the initial partons;
the modelling of the underlying pile-up events; to the simulation of the de-
tector configuration and response. SUSY searches are also concerned with
an extreme part of phase space that is located in the tails of the simulated
distributions. Unlike the bulk of the simulations these are often a bigger
challenge to simulate accurately both due to the lack of experimental data
to tune the simulation to, and the tendency for small discrepancies in the
simulations to grow as you approach the tails.

A vital part of any analysis is therefore to verify that the simulations ac-
curately describe the data in the kinematic regime relevant to the analysis.
If that is not the case the simulations need to be corrected, in either shape
or normalisation, to match observations in the data. Another approach is to
avoid the use of simulations altogether and rather use the data directly to
estimate a given background. Such methods of estimating background pro-
cesses using the data are often referred to as data-driven methods and are
vital to ensure that background processes are under control and well under-
stood. Without these methods and the confidence they lend to the back-
grounds estimates, it would be impossible to distinguish a poorly modelled
background from a potential supersymmetric signal.

The following sections will outline the background estimation methods
that are common to both the 7 and the 8 TeV analyses. Methods applied that
are unique to one or the other will be treated separately in the corresponding
analysis sections.

8.8.1 Multijet Background
For QCD multijet events there is a large uncertainty associated with the nor-
malisation of the simulated background. Additionally, the main features that
make it relevant to a search for Supersymmetry are predominantly caused
by detector effects, mismeasurements and misidentifications rather than real
physics objects in the events. This applies, for example, to the Emiss

T , usu-
ally originating from mismeasured jets, and the τ , which is predominantly a
misidentified QCD jet. Such effects, often referred to as fake, are notoriously
challenging to model. It is therefore particularly important that the esti-
mates of this background are as data-driven as possible, with only a minimal
dependence on Monte Carlo predictions.
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Figure 8.12: Schematic illustration of ABCD method for estimating back-
ground using two uncorrelated and signal enhancing variables. Inspired by
[143, 142].

ABCD

A commonly used method in high energy physics is the so-called ABCD
method [142]. It allows the background rate in a region defined by two sig-
nal enhancing cuts to be estimated from the data, under the assumption
that the two variables are uncorrelated for the background. Figure 8.12 il-
lustrates the method where the small background contribution in the signal
enriched region D can be estimated from the high statistic background dom-
inated regions A–C. Assuming that the two variables are uncorrelated, the
background contribution in region D can be expressed as µD = µBµC/µA,
where µi is the background contribution in region i ∈ {A,B,C,D}.

As the background contributions are taken from data the above expression
furthermore assumes that there is no, or negligible, signal contamination in
regions A, B and C. Additionally it assumes that a single source contributes
to the background, or that the background may be treated as such. If there
is other known and well modelled backgrounds in the regions, these may be
subtracted from the observed event counts.

In the context of the analyses presented here the ABCD method has been
applied to estimate the multijet background in the signal region. The method
is based on two uncorrelated variables, one Emiss

T based and the other related
to τ identification, to select a region with enhanced signal contribution and
remove the bulk of the multijet contribution. Although there is some added
complexity related to application of the method compared to the instruc-
tional example presented here, the conceptual basis of the method remains.
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τ Misidentification Factor

Among the problems related to multijet estimates using Monte Carlo
simulations is the insufficient simulated statistics when requiring the presence
of a τ in the event. Additionally, the modelling of τ misidentification rates
of QCD jets in simulations might not accurately reflect those observed in the
data. To circumvent these challenges a partly data-driven multijet estimate
was developed where a τ candidate is taken from simulations before the event
is weighted by a misidentification probability determined from data.

No identification criteria are applied to the selected τ candidate, which
greatly increases the available statistics in the sample, and therefore also
reduces the statistical uncertainty on the estimate. The probability of one
of these τ candidates passing the nominal τ identification is calculated from
data as a function of the τ pT.

As a starting point a τ candidate is randomly selected from the data
in a multijet dominated control region. It is then checked whether or not
this τ candidate has also passed the nominal τ selection by matching the
τ candidate in ∆R to any nominal τ leptons that might be present in the
event. The probability of a randomly chosen looser tau to be identified as
nominal tau may then be expressed as

P
(
nominal τ

∣∣∣ loose τ
)

= N loose & tight

N loose

Where N loose and N loose & tight are the number of selected looser taus and
looser taus that also pass nominal tau selection respectively binned in pT of
the tau.

To estimate the multijet contribution a τ candidate is chosen randomly in
the simulation, and is used like a regular τ to calculate other event variables.
All selections are then applied to the event just as for other events. The
probability, as determined above, is then applied as an event weight to obtain
the correct normalisation and shape of the estimated background. Unlike
the ABCD method described before, which only outputs event yields, this
method result in full distributions that are well suited for plotting. For
this reason the method is adopted to indicate the contribution from QCD
multijets in figures.

8.8.2 Electroweak Background
For electroweak backgrounds Monte Carlo simulations are relied upon for
estimating backgrounds. The normalisation of the simulations could, how-
ever, be incorrect due to potential deviations between simulated and observed
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selection efficiencies induced from differences in the real and simulated de-
tector response. Additionally, the normalisation is influenced by theoretical
uncertainties from calculations of the cross section of the process. Correct
normalisation can be obtained by scaling the simulations to the background
rates observed in data in dedicated control regions.

A control region (CR) is constructed to be enriched with a given back-
ground while at the same time remaining in a kinematic regime close to that
of the signal region. Dedicated control regions for each background allow
separate studies of the process in question, making it possible to pin down
potential mismodelling in the simulations with respect to the data. Con-
trol regions are defined to have similar kinematics to the signal region as the
method hinges on the derived normalisation factors also being valid in the sig-
nal region where the backgrounds are to be estimated. In general, the choice
of control regions is a trade off between the statistical uncertainty from the
diminishing statistics in the kinematic region close to the signal region, and
the systematic uncertainty induced in the transfer from the control to the
signal region, which increases with the distance of the extrapolation. In prac-
tice control regions are not exclusively comprised of one background type,
making it necessary to simultaneously take into account multiple sources of
backgrounds in several control regions.

Data-Driven Scaling Factors From Matrix Inversion

With a set of n control regions for n backgrounds contributing to the
observed event count in each region, the observed event counts for the regions
can be expressed as a matrix equation

Odata
1
...

Odata
n

 =


NMC

11 · · · NMC
n1

... . . . ...
NMC

1n · · · NMC
nn

×

ω1
...
ωn

 (8.3)

NMC
ij is the background contribution from MC simulation in control region j

for process i. The vector of scaling factors, ω, is to be applied to background
i in all control regions, in order for the normalisation of the individual MC
simulations to agree with the observed data. The observed data, Ndata

i , in
each region includes contributions from other backgrounds, not included in
the matrix equation. Therefore, these other backgrounds are subtracted to
leave only the data contribution from backgrounds included in the matrix
equation

Odata
i = Ndata

i −
∑

other bgs.
NMC
i (8.4)
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The scaling factors, ωi, can be obtained by inverting the above matrix equa-
tion

ω = N−1O (8.5)

Furthermore, the uncertainties and correlations of the scaling factors are
obtained by repeating the procedure in a large number of toy Monte Carlo
experiments. For each toy all values are varied within their respective un-
certainties and the scaling factors recalculated. The simulated background
predictions are assumed to be normally distributed, while the observed data
is varied according to a Poisson distribution. The resulting spread of the
distribution of the scaling factors under these variations represent the uncer-
tainty.

8.9 Systematic Uncertainties
In addition to purely statistical uncertainties, there are a number of sys-
tematic uncertainties that need to be accounted for when interpreting the
results of the analyses. These quantify the degree of uncertainty associated
with our detector measurements, simulations as well as theoretical uncertain-
ties and choice of background estimation methods. The influence of these
uncertainties on the analyses are investigated by varying the affected quantity
according to their ascribed uncertainty, and re-doing the whole analysis with
the systematically shifted parameter. This includes re-calculation of correc-
tion factors from control regions and full background estimates. With the
change propagated through the whole analysis chain, potential correlations
between control and signal region contributions are propagated to a system-
atic variation on the final signal region estimates. This section describes
common sources of systematic uncertainties for the two analyses presented.
Any method and analysis specific uncertainties along with further details are
given in the corresponding Chapters 9 and 10.

8.9.1 Experimental Uncertainties
Experimental uncertainties are related to uncertainty of the measurement,
reconstruction and identification of the physics objects used in the analysis.
These are evaluated by dedicated performance groups and provided through
software packages interfaced with SUSYTools.
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Jet Related Uncertainties

Jet energy scale (JES) is the uncertainty related to the correspondance
between the calorimeter response and the jet energy [95, 144, 145, 146]. It is
determined by varying the modelling of underlying physics, hadronic showers
and detector configurations in simulations, along with comparing the pseudo-
rapidity dependent jet response in data and simulations. After the energy
of the jets in the event are rescaled this change is propagated to the missing
transverse momentum, which is recalculated with the new jet collection

E
′miss
T = Emiss

T +
∑
jets

pT −
∑
jets

p
′

T , (8.6)

where corrected values are primed.
Likewise the jet energy resolution (JER) is only known with a finite preci-

sion. From studies comparing the spread of the pT imbalance in dijet events
in data and simulations the uncertainty has been estimated to be of the or-
der of 10%. This is accounted for by a pT and η dependent smearing of the
simulated jets in the event. As before, the change is also propagated to the
missing transverse momentum.

Whether or not a jet is tagged as originating from a b-quark is used to
separate the W+jets from the top control regions. Uncertainties in this clas-
sification has been applied according to the c-quark and b-quark jet tagging
efficiencies, as well as the rate of misclassification of these types of quark jets
[101].

Signal jets are required to pass a selection on the jet vertex fraction (JVF)
to enhance the selection of jets from the hard process relative to jets from
pileup interactions. An uncertainty related to this method of mitigating
pileup effects is applied.

Tau Related Uncertainties

As for jets, there is also an energy scale uncertainty related to the τ energy
measurement [91]. The uncertainty, derived by the Tau Working Group, is
determined by truth studies in Monte Carlo by varying parameters affecting
the τ energy reconstruction (event generator, showering model, pileup and
detector properties). The provided uncertainty depends on pT, η and the
number of tracks associated with the τ and is typically in the range 2-4%.
Unlike the jets, there is no propagation of the energy shift to Emiss

T . This is
justified by the fact that there is no τ term in the Emiss

T calculation, and thus
any uncertainty on the energy scale should be covered by the JES uncertainty.
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Additionally, there are uncertainties related to the τ identification effi-
ciency [89], that have been studied using Z → ττ and W → τν events. This
is taken into account by reweighing simulated events containing a true τ ,
and thus increasing or decreasing the τ identification efficiency, according
to the size of the measured uncertainty. The reweighing depends on the τ
identification working point and the number of tracks of the τ .

Emiss
T Related Uncertainties

Missing transverse momentum is, as previously indicated, sensitive to
measurement uncertainties of any of the objects entering the Emiss

T calcula-
tion. Uncertainties on the analysis objects, apart from τ leptons, which are
counted as jets, are propagated to the Emiss

T calculation, as for the jets. In
addition to the analysis objects, Emiss

T is also sensitive to uncertainties on
the soft term — low momentum physics objects and other calorimeter en-
ergy deposits (noise, pileup activity, etc.). Variations are also applied to the
measured energy scale for this term, and an energy resolution smearing is
applied [111].

Other Uncertainties

Simulations are weighted to closely match the pileup conditions observed
in the data. Remaining uncertainties relating to differing pileup conditions in
the data and simulations are accounted for by varying the pileup reweighing
within 10% of its nominal value, following SUSY working group recommen-
dations.

For background estimates that are taken directly from Monte Carlo,
rather than from data-driven methods, an uncertainty is applied to account
for the uncertainty on the recorded integrated luminosity of the data [147].

8.9.2 Theory and Simulation Uncertainties
Uncertainties related to a specific choice of Monte Carlo generator, or param-
eters within a generator, are taken into account by comparing simulations
from different generators, or with generator parameters varied. This allows
the effects of using different approaches for matrix element calculations, par-
ton showering and the modelling of hadronisation and the underlying event
to be investigated. For the 7 TeV analysis generator parameters were var-
ied, rather than comparing different generators, to estimate generator un-
certainties. The difference between the estimates are taken as the generator
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uncertainty, also accounting for the statistical uncertainty on the alternative
generator. For this comparison no shape re-weighting is applied to the gener-
ators in order to see the uncorrected variations between the generators. The
effect of the generator choice on other backgrounds through correlations in
signal regions and background estimates is also taken into account.

Additionally, the main kinematic variables used for extrapolating between
control and signal regions are checked for possible generator biases in the
transfer between these regions. Unless otherwise specified the uncertainty of
the transfer from the control region to the signal region is assumed covered
by the generator systematic. This is based on the assumption that the ob-
servables extrapolated over are well described by the simulations — this is
thoroughly checked through comparisons with data.

In addition to the experimental uncertainties listed above, theoretical
uncertainties (PDF, renormalisation and factorisation scale and strong cou-
pling) on signal cross sections are also applied per production process for
the various signal grid points to arrive at a theoretical uncertainty of the
predicted signal yield.

8.10 Statistical Interpretation
This section aims to review the main ingredients of commonly used statistical
procedures relevant to searches for new physics with the ATLAS detector. It
draws from standard statistics texts in high energy physics such as the ones
found in [140, 143, 24].

One of the main components of an analysis is the statistical interpretation
of the results to quantify the level of agreement between a given model and
observed data in order to test predictions from competing models. To this end
we specify a hypothesis, H, such that the probability of finding the data, x,
under the assumption of this hypothesis is P (x|H). A hypothesis we want
to test (the null hypothesis) is usually denoted by H0 and an alternative
hypothesis by H1. A test of H0 is defined by specifying a subset of the data
space (the critical region), w, such that the probability to observe the data
there is less then a small chosen value, α,

P (x ∈ w|H0) ≤ α. (8.7)

α is referred to as the size or significance level of the test. Consequently, if the
data is observed in w, the hypothesis H0 is rejected at the chosen significance
level. While there are a number of subsets w satisfying the above criterion
the critical region is selected to maximise the probability of observing the
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data there, assuming the alternative hypothesis. Figure 8.14 illustrates the
principle behind the statistical test.

There are two types of errors associated with such hypothesis tests. Re-
jecting H0 if it is true is referred to as type I error. By construction this
happens with a probability equal to the size of the test, α. On the other
hand, accepting H0 when it is false is referred to as type II error. The prob-
ability of such an error is one minus the power of the test with respect to
H1. The power is defined as the probability to reject H0 if H1 is true.

Similarly, if we want to quantify the level of agreement between observed
data, xobs, and the hypothesis H, a significance test is performed. This is
done by calculating the p-value of the observed data. This is the probabil-
ity, assuming H, of finding data with at least as much incompatibility with
H as in the observed data. Again, the ambiguity in defining greater in-
compatibility is solved by requiring greater compatibility with an alternative
hypothesis.

Commonly the p-value is translated into an equivalent quantity called
significance, Z, defined by

Z = Φ−1(1− p), (8.8)

where Φ−1 is the inverse of the cumulative standard Gaussian distribution,
or the quantile of the standard Gaussian. In particle physics a significance of
Z = 5 is commonly required to claim discovery of new physics. Translated
into a null hypothesis p-value this corresponds to 2.9 · 10−7. Figure 8.13
illustrates the relation between significance and p-value, along with the p-
values corresponding to different significance levels.

In a number counting experiment with b expected background events and
s expected signal events the mean expected number of events can be written
as µs + b, where µ specifies the strength of the signal process. The number
of observed events n can be modelled as a Poisson distribution where the
probability of observing n events is

P (n|µ) = (µs+ b)n
n! e−(µs+b). (8.9)

The likelihood function L(µ) is equivalent to P (n|µ) with n fixed. Therefore
the likelihood for background only, i.e. µ = 0, can be denoted Lb, while the
likelihood for background with an additional signal contribution, µ 6= 0, may
be denoted Ls+b. To test these hypotheses it is necessary to chose a function
that maps the data to a single real number — a so-called test statistic.
Although there is an infinite number of ways to define a test statistic, the
Neyman-Pearson lemma [148] states that the test statistic that maximises
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Figure 8.13: Illustration of the relation between p-value and significance.
The p-value corresponding to a significance level, Z, is the integral of the tail
of a standard Gaussian (green) at a distance Z standard deviations from the
mean of the distribution. The black curve shows the p-value as function of
the significance. The dashed and dotted lines indicate a p-value of 0.05 and
significance level of 5σ respectively.

the power of the test for a fixed size is the likelihood ratio

λ = Ls+b
Lb

. (8.10)

The above number counting model assumes that there are no uncertainties
on background and signal estimates, leaving the signal strength as the only
free parameter. When additional free parameters, nuisance parameters, are
introduced to describe the expected number of events, the Neyman-Pearson
lemma no longer holds. In particular, care needs to be taken due to the p-
value dependence on the nuisance parameters. In a frequentist approach the
null hypothesis would have to be rejected for all values of nuisance parameters
in order to be discarded.

Including nuisance parameters, the likelihood can be expressed as

L(µ,θ;n,G) = Pois(µ,θ)
∏
S
G(θi), (8.11)

where the Poisson expectation now depend on the nuisance parameters, θ.
The product over the nuisance parameters, S ∈ {θ1, . . . , θn}, of Gaussian
constraint, G, for parameter θi given by the unit Gaussian

G(θi) = 1√
2π
e−θ

2
i /2. (8.12)

In the frequentist interpretation the global observable, corresponding to the
maximum likelihood estimate of θi measured in data, would fluctuate about
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the true value according to this distribution upon repeating the experiment.
For clarity, the dependence of the likelihood function on the data and the
measured global observables, G, are included explicitly in the above expres-
sion, but will be suppressed from here on. The resulting influence on the
nominal signal and background yields, s0 and b0, are

s(θ) =s0
∏
S

(1 + θiσ
s
i ) (8.13a)

b(θ) =b0
∏
S

(
1 + θiσ

b
i

)
, (8.13b)

where σi represents a one standard deviation fluctuation of the nuisance
parameter θi.

A frequentist procedure for determining p-values when the likelihood in-
cludes nuisance parameters is based on the profile likelihood ratio

λ(µ) = L(µ, ˆ̂θ(µ))
L(µ̂, θ̂)

. (8.14)

The maximum likelihood estimates µ̂ and θ̂ are the values that maximise the
likelihood function L(µ,θ). Likewise the conditional maximum likelihood es-
timates ˆ̂

θ(µ) are the values maximising the likelihood for a fixed µ. Choosing
the nuisance parameters depending on µ is referred to as profiling and ˆ̂

θ(µ)
as the profiled value of θ. It is worth noting that λ(µ) is independent of the
nuisance parameters, θ, as these have been eliminated by profiling.

Typically, two different test statistics based on the profile likelihood ratio
are used for discovery and exclusion of a signal with positive signal strength
µ. For discovery we would like to test, and possibly reject, the background
only hypothesis (µ = 0) by using the test statistic

q0 =

−2 lnλ(0) µ̂ ≥ 0
0 µ̂ < 0

(8.15)

Here, higher values of q0 correspond to increasing disagreement between data
and the background only hypothesis. Additionally, negative µ̂ are not con-
sidered incompatible with the background only hypothesis in the context of
discovery of a positive signal contribution.

To set upper limits on the signal strength parameter µ the null is the
signal-plus-background hypothesis with critical region corresponding to typ-
ical data values for the alternative background only hypothesis. This is
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quantified by the test statistic

qµ =

−2 lnλ(µ) µ̂ ≤ µ

0 µ̂ > µ
(8.16)

where again higher values quantify a larger degree of incompatibility, and
µ̂ larger than the tested signal strength is not considered incompatible with
the null (signal-plus-background) hypothesis.

For both the discovery and exclusion test statistic increasing incompati-
bility corresponds to increasing values of q, meaning that the p-value can be
written as

pµ,θ =
∫ ∞
qµ,obs

f(qµ|µ,θ)dqµ. (8.17)

Here qµ,obs is the q value obtained for the observed data and f(qµ|µ,θ) is the
distribution of qµ. Two problems in the above formula are immediately clear
– the p-value depends on the nuisance parameters and the distribution of
the test statistic needs to be determined. In this work two common methods
are applied to circumvent these obstacles – one based on the asymptotic
behaviour of the profile likelihood ratio and the other on generating ensembles
of pseudo-experiments to estimate the profile likelihood ratio distribution
using Toy Monte Carlo techniques.

The procedure referred to as the asymptotic approximation is based on
theorems by Wilks [149] and Wald [150]. These state that asymptotically
the test statistic distribution is described by a chi-square distribution that is
independent of the nuisance parameters. Furthermore, results in [140] show
that the variance on the maximum likelihood estimate of µ can be estimated
by constructing the Asimov dataset where the number of events are equal to
the expected number. These approximations yield simple expressions for the
nuisance parameter independent p-value, pµ, and significance, Zµ:

pµ = Φ
(√

qµ
)

(8.18)

Zµ = √qµ (8.19)
where Φ is the cumulative distribution of the standard Gaussian. In reality
data samples are finite and the above approximations are therefore not exact,
meaning that the p-value will have some residual dependence on the nuisance
parameters.

The test statistic distribution can also be obtained using Monte Carlo
methods. By generating an ensemble of pseudo experiments, or toys, where
both the number of events and global observables are drawn randomly ac-
cording to the model, the required distributions can be constructed to cal-
culate the necessary integrals. A large ensemble of pseudo experiments are
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Figure 8.14: Illustration of test statistic distributions under the background
only and signal-plus-background hypotheses. The shaded areas indicate the
p-value for background only (green) and with an additional signal of strength
µ (red). The right hand plot indicates how expected upper limits, with
uncertainties, on the signal-plus-background model are obtained by using
the q-value corresponding to the median of the background only distribution,
median±σ quantiles for the uncertainties, to calculate the p-value integral.

needed to reliably populate the tails of the distribution, that are integrated
over, making the method computationally expensive. Knowing that the test
statistic distribution is close to independent of the nuisance parameters it is
not necessary to calculate p-values for all θ. Any remaining dependence on
the nuisance parameters are taken care of by using the conditional maximum
likelihood estimate of the nuisance parameters when calculating the p-value

pµ =
∫ ∞
qµ,obs

f(qµ|µ, ˆ̂θ(µ, obs))dqµ. (8.20)

This is a natural choice as larger p-values correspond to better agreement
with the data. It therefore yields an estimate of the largest p-value for any
nuisance parameter values, or equivalently the ability to reject a hypothesis
for any θ. This approach is referred to as profile construction.

Special care is taken to avoid excluding models to which one has little
sensitivity, as exemplified in Figure 8.15. In the case of a downward fluc-
tuation relative to the background expectation arbitrarily small signal rates
could be excluded. By construction this would occur at a rate equal to the
size of the test (e.g. 5% for a 95% CL upper limit). This undesirable effect
is remedied by taking into account the p-value under the background only
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Figure 8.15: Test statistic distributions for µ value that is virtually indis-
cernible from the background only hypothesis. The shaded areas indicate
the ingredients of the CLS method. In the case of an observed downward
fluctuation, as for qobs indicated here, arbitrarily small µ could be excluded
considering pµ alone. This is remedied in the CLS method by taking into
account the size of 1− pb relative to pµ.

hypothesis
pb = 1−

∫ ∞
qµ,obs

f(qµ|0, ˆ̂θ(µ = 0, obs))dqµ. (8.21)

The CLS upper limit is then defined by

pCLS
µ = pµ

1− pb
. (8.22)

In the case of low sensitivity the test statistics for background and signal-
plus-background will be similar, meaning that pµ and 1 − pb are of similar
magnitude, resulting in a large p-value, while for high sensitivity the ex-
pression approaches pµ. This conservative approach for calculating limits is
referred to as the CLS method [151].

The analyses presented here are split into search channels with final states
containing exactly one, more than one and at least one hadronically decay-
ing τ in combination with an electron or muon. These search channels are
constructed to be orthogonal and therefore statistically independent. This
means that their results can be combined by considering the total likelihood
function for all search channels

Lcombined(µ,θ) =
∏

i∈channels
Li(µ,θi), (8.23)

where Li(µ,θi) are the individual search channel likelihoods. Results are
obtained by applying the same procedures to the combined likelihood as
described throughout this section.





Chapter 9

Analysis of 7 TeV Data

Between March 13th and October 30th in 2011 the LHC provided proton-
proton collisions at a centre-of-mass energy of 7 TeV. During this period
a total integrated luminosity of 5.46 fb−1 was delivered. The ATLAS ex-
periment recorded approximately 93% of this data, of which about 90%, or
4.57 fb−1, was deemed suitable for use in physics analyses. This subset of the
data contains only good quality physics objects as flagged by DQ after data
reprocessing. Furthermore, the data taking period saw an average number
of pileup events of ∼9.1, as seen in Figure 9.1.

Compared with the total integrated luminosity of 35 pb−1 collected in
2010, this constituted a marked increase in the amount of data available
for analysis. Results based on the 2011 dataset therefore saw a significant
improvement in the experimental reach and sensitivity to signatures from
new physics with respect to the previous year. The analysis presented here
builds on previous analyses [72, 73] of τ based supersymmetric signatures
using parts of the 2011 dataset. This analysis was the first search for su-
persymmetry in τ final states using the entire 2011 dataset, and it was also
the first to combine previously separate analyses distinguished by τ multi-
plicity and light lepton content. The larger dataset and combination of final
states contributed to a significant increase in sensitivity compared to the first
supersymmetry searches in τ final states.

The analysis was based on three final states that were made orthogonal
by construction to allow for combination of the individual results. Two anal-
ysis channels were defined by the presence of exactly one, or at least one
hadronically decaying τ , while the third investigated events with an addi-
tional electron or muon in the final state. Through the similarities of the
final states the analysis channels benefited greatly from shared techniques,
experience and procedures throughout the analysis process. The following
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Figure 9.1: 2011 data taking conditions – integrated luminosity and mean
number of interactions per bunch crossing [78].

chapter will describe the analysis with emphasis on the final state with ex-
actly one hadronically decaying τ , for which I was one of the main analysts.

9.1 Dataset and Monte Carlo Samples
Table 9.1 shows the runs, periods and the corresponding integrated lumi-
nosity constituting the full 2011 dataset used in the analysis. Period A and
B1 are not included as the ATLAS magnets were switched off during these
periods. Additionally, period C was taken at a lower collision energy, 2.76
TeV, while heavy ions were collided in period N. Both period C and N are
therefore not included in the analysis. Applying the standard SUSY work-
ing group Good Run List, this amounts to a total integrated luminosity of
4.7 fb−1. This is slightly higher than what is flagged as suitable for physics
in Figure 9.1. As only a subset of all the physics objects are used in the

Table 9.1: Data from the 2011
√
s = 7 TeV proton-proton run used in the

analysis. Amounting to a total integrated luminosity of 4713 pb−1.
Runs Period

∫
L dt [pb−1]

178044 – 178109 B2 11.7
179710 – 186493 D – I 1453
186516 – 187815 J – K 817
188902 – 191933 L – M 2432
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Table 9.2: Generators used for simulation of relevant Standard Model back-
ground processes. All Monte Carlo simulations are from the MC11c produc-
tion campaign.

Process Generator Alternative Generator
tt̄ MC@NLO ALPGEN
Single top MC@NLO and ACER -
W/Z+jets ALPGEN -
Diboson MC@NLO SHERPA
Drell-Yan ALPGEN -
Multijet PYTHIA -

analysis the remaining objects are not required to pass quality requirements,
resulting in a larger fraction of the data being available for analysis.

All Monte Carlo simulations used for analysis are official and centrally
produced SUSY D3PDs with production tag p832. Table 9.2 shows the
generators used for simulation of the Standard Model background processes
that are relevant for the considered final states. In the case of tt̄ and diboson
backgrounds the alternative generators are used to estimate the uncertainty
introduced from the choice of generator. For a full list of the Monte Carlo
samples used, along with number of simulated events, cross sections, k-factors
and filter efficiencies, see Section A.1.

ALPGEN [152] is used to simulate W+jets, Z+jets and Drell-Yan events,
using CTEQ6L1 [153] to describe the parton distribution functions. Events
are simulated with up to five jets associated with the Z bosons, and up to six
jets with the W bosons. Drell-Yan is in the following defined as Z/γ∗ events
where the invariant mass of the resulting lepton pair is below 40 GeV. All
top quark production, except single top t-channel production, and diboson
pair production is simulated using MC@NLO [154, 155, 156] and the next-to-
leading-order parton distribution functions CT10 [157]. JIMMY [158] simulates
the underlying event, while Herwig [159] is used for fragmentation and hadro-
nisation. τ lepton decays are simulated using the TAUOLA [160, 161] package
that correctly accounts for spin effects. Multijet background is simulated
with PYTHIA 6.4.25 [162], using the AUET2B tune [163], and MRST2007 LO∗

PFDs [164].
The GMSB signal samples are generated on a grid with parameter values

ranging from 10−80 TeV in Λ, and 2−67 in tan β. The supersymmetric mass
spectra in this grid are obtained using ISAJET 7.80 [165] and grid points are
then simulated using Herwig++ 2.4.2 [166] and MRST2007 LO∗ PFDs.
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Table 9.3: Triggers used in the analysis along with the period they were
applied.

Trigger Stream Period
EF_j75_a4tc_EFFS_xe45_loose_noMu JetTauETMiss B2 – I
EF_j75_a4tc_EFFS_xe55_loose_noMu JetTauETMiss J – M
EF_mu15_mu10_EFFS Muon B2 – I
EF_mu15_mu10_EFFS_medium Muon J – M

9.2 Event Selection

The signature that is searched for is characterised by Emiss
T produced by the

escaping LSP, along with the production of associated jets and a τ lepton.
Data events from the JetTauETMiss stream were therefore required to pass
a trigger, the one with lowest threshold without a prescale applied, selecting
events with large Emiss

T and a high-pT jet. For period B2 through I this
was EF_j75_a4tc_EFFS_xe45_loose_noMu, while for the remainder of the
periods this was a trigger with a slightly raised Emiss

T threshold (EF_j75_-
a4tc_EFFS_xe55_loose_noMu). These triggers require the highest pT jet to
have pT greater than 75 GeV at the EF level, while the Emiss

T must be larger
than 45 and 55 GeV respectively. Table 9.3 shows the triggers used in the
analysis, the physics stream they belong to and the periods in which they were
operational. There is, however, not a one-to-one correspondence between the
objects at the trigger level and the ones used in a physics analysis. As the
triggering decision of an event needs to happen quickly, to cope with the high
collision rates of the LHC, only a cursory interpretation of the event and its
objects are available to the triggering algorithm compared to the refined
offline reconstruction that is later applied. To avoid introducing triggering
biases in the analysis it is therefor necessary to find the corresponding values
for the analysis objects where the trigger is close to fully efficient. It was
found that requiring two jets, one with pT > 130 GeV and the other with pT
> 30 GeV, as well as Emiss

T > 130 GeV and Emiss
T > 150 GeV respectively,

ensured that the trigger was close to 99% efficient. This requirement was
applied to both data and Monte Carlo events.

Furthermore, basic quality requirements were imposed on the events as
described in Section 8.2. All data events were required to be part of a run
present in the Good Run List (GRL). The events were also required to have
a reconstructed primary vertex, have no jets flagged as bad after overlap re-
moval, or muons that are consistent with cosmic rays. Events where the LAr
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calorimeter reports an error are discarded, and events where either a jet or
a τ has large corrections from the LAr hole treatment were also removed.
Events with two loose τ leptons, or an electron or muon were rejected to en-
sure orthogonality with the other analysis channel. This allows for statistical
combination of the results obtained in the three search channels. Finally, a
medium τ in the event was required.

9.2.1 Signal Region
In order to reject the Standard Model backgrounds, and enhance the signal
fraction in the selected region, selections are imposed following the discussion
in Section 8.7. To reduce the contribution from QCD multijet processes it
is required that Emiss

T /meff > 0.3 and ∆Φ(jet, Emiss
T ) > 0.3. For both meff

and ∆Φ(jet, Emiss
T ) only the two leading jets are included. Requiring mT >

110 GeV removes large parts of the electroweak backgrounds — in particular
W+jets background. The final selection of HT > 775 GeV was selected
optimising the exclusion reach in the GMSB grid. Table 9.4 summarises the
selections defining the signal region in the one tau channel of the analysis.
Signal region selection efficiency and acceptance for the GMSB signal grid is
shown in Section A.2.

9.2.2 Control Regions
To estimate and constrain Standard Model backgrounds, dedicated control
regions (CRs) that are orthogonal to the signal region and have an enhanced
contribution of a specific type of background process are defined. Except
for in the Z+jets CR, the nominal event pre-selection is applied to all con-
trol regions, as described in the Section 9.2. The control region for QCD
multijet processes is defined by inverting the cuts applied to suppress this
background when defining the signal region. Furthermore, it is split into
sub-regions defined by the τ content in the region. Selecting mT < 70 GeV
after pre-selection and the multijet rejecting cuts defines control regions for
W+jets and top. Requiring a b-tagged jet within this region defines the
top control region, while the W+jets region is required to not contain any
b-tagged jets. A control region for Z+jets is defined by selecting events with
two oppositely charged muons in a mass window around the Z-boson mass.
Unlike the other control regions the Z+jets CR selects events from the Muon
stream passing a di-muon trigger. The individual control regions are further
described where the corresponding background estimations are introduced in
Section 9.3. Table 9.4 summarises the control regions defined in this analysis.
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Table 9.4: Selections defining signal and control regions after basic pre-
selection of events including trigger plateau selections. mT, HT and mµ,µ

are in units GeV.

Region ∆φmin Emiss
T /meff mT HT b-tag mµ,µ

Signal > 0.3 > 0.3 > 110 > 775 – –
Top (true τ ) > 0.3 > 0.3 < 70 – Yes –
Top (fake τ ) > 0.3 > 0.3 > 110 < 775 Yes –
W+jets (true τ ) > 0.3 > 0.3 < 70 – No –
W+jets (fake τ ) > 0.3 > 0.3 > 110 < 775 No –
Z+jets – – – – – ∈ [66, 116]
QCD multijet < 0.3 or < 0.3 – – – –

9.3 Estimating Standard Model Backgrounds
The following section describes the methods applied to ensure that the mod-
elling of the main Standard Model background processes accurately describe
those observed in data, and to produce robust estimates of the background
contributions to the signal region. Dedicated data-driven estimation tech-
niques are used for Z+jets, W+jets, top quark and QCD multijet events.

9.3.1 Z+jets
One of the main backgrounds in the analysis is events where a Z-boson is
created in association with jets. In particular, events where the Z-boson
decays into a pair of neutrinos are relevant for the kinematic regions studied.
Such events have real missing energy from the neutrinos, while the τ is faked
by one of the associated jets. Final states with Z-boson decays into τ -leptons
also contribute to the analysis. It is particularly significant in the W+jets,
top and multijet control regions where the requirements on Emiss

T and mT are
relaxed compared to those for the signal region. When demanding high Emiss

T
and mT for the signal region this contribution is small compared to the final
states with decays into neutrinos due to the lack of real missing energy in
these events. The cases where the Z-boson decays into light leptons, muons
or electrons, are almost negligible due to the vetoes to light leptons applied
in the analysis. However, these events can be used to estimate and validate
the number of expected events with Z-boson decays into neutrinos, which are
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Figure 9.2: Z-boson mass peak constructed from the di-muon invariant mass.
The left hand side figures are unscaled, while the right hand side plots have
an overall scaling factor applied to correct the offset in normalisation between
data and MC. The lower plots are in a kinematic region similar to the signal
region and are used to determine the Z+jets scale factor used throughout the
analysis.



114 Analysis of 7 TeV Data

Table 9.5: Number of events in the Z+jets control region with pre-selections
as described in the text.

nominal inclusive
W+jets 1.1± 0.8 100± 15
Diboson 26.9± 1.1 960.7± 6.5
tt̄ 39.4± 1.4 46.1± 4.9
Z+jets 5834± 54 1 136 870 ± 1045
Total SM 5902± 58 1 138 400 ± 823
Data 4794 1 019 580
SFZ 0.81± 0.01 0.960± 0.001

otherwise challenging to treat due to the lack of kinematic handles in such
events.

From lepton universality the Z+jets events should be identical except for
the flavour of the lepton in the Z-boson decay. Therefore, Z+jets estimates
in the signal region, dominated by Z decays into neutrinos, are corrected by
a scale factor obtained from the data/MC agreement in a dedicated Z+jets
control region with Z decays into muons. To this end, events from the Muon
Stream are required to pass one of the di-muon triggers listed in Table 9.3.
Furthermore, events are required to pass the same GRL and vertex require-
ments as previously described. To obtain a Z+jets dominated region two
isolated muons with |η| < 2.4 and pT > 20 GeV were selected and required
to have invariant mass within a window of the Z-boson mass — 66 GeV <
mµ,µ < 116 GeV. For the control region to be kinematically similar to the
defined signal region two jets with pT > 130 GeV and pT > 30 GeV respec-
tively were also required in the events. To suppress top background in the
region, a veto against b-tagged jets was also applied.

Figure 9.2 shows the invariant mass of the muon pair in the control region
with and without the selection on the two leading jets applied, before and
after scaling with the obtained scaling factor. In both cases the region is
clearly dominated by Z+jets events. There is some peaking background from
diboson events, along with a small, flat contribution from top and W+jets
events. The slight offset of the muon peak in data with respect to Monte
Carlo indicates that the calibrations applied to the selected muons in Monte
Carlo is entirely sufficient to reproduce the muons observed in data. Since for
our purpose only the overall normalisation of the peak is of interest, rather
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than the shape, this does not influence the result of this exercise. From
the number of observed events in this region, shown in Table 9.5, a scaling
factor of 0.81± 0.01stat is obtained. When no jet requirement is applied the
obtained scaling factor is 0.960 ± 0.001stat, which is in agreement with the
dedicated ATLAS measurement [167]. Furthermore, several cross-checks of
the scaling factor were performed — dependence on the top scaling factor;
control region definition (jet and muon transverse momentum requirement,
τ requirement). As a final cross-check Emiss

T in the event was recalculated
by adding the vectorial transverse momentum sum of the muons to Emiss

T .
This emulates the contribution to Emiss

T from neutrinos escaping detection in
Z→ νν events and allows the definition of the control region to be brought
closer to that of the signal region. In this instance the nominal Emiss

T selection
was applied, to the corrected definition of Emiss

T , to define the Z+jets control
region.

9.3.2 W+jets and Top
As the protons that are collided contain up-type valence quarks these colli-
sions are more likely to produce a positively, rather than a negatively, charged
W-boson. As the charge of the W-boson is carried by the lepton it decays
into, this results in a larger fraction of events containing positively, com-
pared to negatively charged leptons. Assuming there is no preferred lepton
charge for other processes, including W+jets events with a fake τ , it is pos-
sible to estimate contributions from W-bosons with true τ leptons using the
charge asymmetry observed in data [168, 169]. Taking the ratio of positive
to negative W-boson production, rMC, from Monte Carlo:

rMC = σ(pp→ W+)
σ(pp→ W−) (9.1)

then the estimated number of W+jets events is

NW = N+
W +N−W = rMC + 1

rMC − 1
(
N+

data −N−data

)
. (9.2)

where N+
data, N−data are respectively the number of events with a positively and

negatively charged lepton in data. With rMC = 2.15±0.05 andN+
data−N−data =

502 the W+jets contribution with a true τ is estimated to be 1376 ± 41 in
the control region. With the corresponding number from Monte Carlo being
1831± 19 this yields a correction factor for W+jets with a true τ of

ωtrue
W = 0.75± 0.04stat ± 0.03syst (9.3)
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Figure 9.3: True origin of reconstructed τ in the fake τ dominated W+jets
control region. Monte Carlo ID numbers below 1-4 correspond to light quarks
and 21 to gluons. A true τ has ID 15 while 11 and 13 are electrons and muons
respectively. tt̄ τ fakes are not included in the figure.

The stability of this estimate with respect to pile-up and control region defi-
nition was also checked and found to be negligible. Furthermore, the method
was cross-checked using muons in place of taus.

Top background with a true τ was estimated by a template fit of the
number of b-tagged jets in a true τ dominated control region. The templates,
one for top and one for other backgrounds, were taken from Monte Carlo and
fit to the data to determine the relative fraction of top in the control region.
Comparing this to the Monte Carlo estimate results in a scaling factor of

ωtrue
top = 1.39± 0.08stat+0.06

−0.08
syst (9.4)

As misidentified τ leptons are often not as well described by Monte Carlo
as true τ leptons, separate scaling factors are determined based on the origin
of the τ lepton. This allows the simulations to be weighted according to
their composition of true and fake τ leptons. To this end the W+jets and top
control region of the previous section, which is primarily dominated by events
with true τ leptons, is extended to a high mT region where the dominant
contribution is from events with a fake τ . As before, this region is split
into top and W+jets dominated sections by imposing a requirement on the
number of b-tagged jets. To keep the control region separate from the signal
region the signal region selection on HT is inverted. Figure 9.3 shows the
true and fake τ content in the fake dominated W+jets control region. The
fake τ contribution is seen to most commonly originate from light quarks,
with a significant contribution also from gluon jets. Comparatively the mis-
identification of electrons and muons as hadronic τ leptons is seen to be
negligible.
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Figure 9.4: Kinematic distributions in the top/W+jets control region after
scaling factors are applied.
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Figure 9.5: Distributions of kinematic variables after electroweak scaling
factors have been applied.

Kinematic distributions in the resulting control regions for W+jets and
top quark events, split by dominant τ lepton origin, are shown in Figure 9.4.
Using these control regions and solving the matrix equation for the scaling
factors yield


ωtrue
W

ωfake
W

ωtrue
top
ωfake

top

 =


0.91± 0.03stat + 0.05syst

0.32± 0.28stat + 0.17syst

1.32± 0.10stat + 0.13syst

1.92± 0.41stat + 0.22syst

 . (9.5)

As an additional check, the stability of these scaling factors with respect to
the choice of mT defining the regions was studied and found to be within
statistical uncertainties.

For the final background estimates the scaling factors for misidentified τ
leptons obtained from the matrix method are used together with the true τ
scaling factors from the charge ratio and template fit methods. Figure 9.5
shows three validation distributions after pre-selection and with the above
scaling factors applied. The corrected Monte Carlo distributions are seen to
reproduce those observed in data.

9.3.3 Multijets
Multijet events are characterised by containing mismodelled τ leptons and
Emiss

T from mismeasurement, both of which are difficult to accurately model in
simulations. Additionally, the uncertainties on the production cross section
of this process is significant, and the statistics of the simulated samples are
often insufficient in the parts of phase space where such backgrounds are able
to mimic a supersymmetric signal. Although its contribution in the signal
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Table 9.6: Definitions of QCD regions used in ABCD method.

Extra Loose τ Nominal τ
∆φmin < 0.3 Control region A Control region B
∆φmin > 0.3 Control region C Signal region D

region is usually small relative to other backgrounds, to a certain degree
by construction, it is therefore important to control by estimates based on
measurements in data.

Two methods of estimating this background are applied and the multijet
enriched control region in Table 9.4 defined to both validate and develop
these estimates. Figure 9.6 shows the most relevant kinematic distributions
for this analysis in the multijet control region without requiring a τ in the
event. The observed agreement between data and simulation is seen to be
very good for all the distributions. It is also clear that the multijet events
are mostly situated at low ∆Φ(jet, Emiss

T ), Emiss
T /meff and Emiss

T as expected.
The apparent discontinuity at 150 GeV in the Emiss

T distribution is due to
the two different Emiss

T trigger plateau cuts, at 130 GeV and 150 GeV, used
in the analysis.

ABCD

The two variables defining the ABCD regions are the τ identification
and ∆Φ(jet, Emiss

T ), as shown in Table 9.6. These uncorrelated variables
together define a signal-like region when their nominal signal region selection
values are applied. Conversely, when the τ identification is loosened and
the nominal ∆Φ(jet, Emiss

T ) requirement is inverted, orthogonal and multijet
enriched regions are selected. The looser τ definition differs from the nominal
in that the τ jet-identification requirement is removed. If an event contains
more than one such looser τ , not overlapping with any of the two leading jets
in the event, one of them is selected at random. The looser τ is then treated
like a regular τ in further event selection and when calculating kinematic
variables.

Ideally, the ABCD method would directly output the signal region mul-
tijet estimate. However, due to the limited amount of multijet background
remaining after all other signal region selections are applied, relative to the
electroweak backgrounds, this is not feasible. Such non-multijet dominated
ABCD regions would leave the method sensitive to effects other than the
multijet contribution that is attempted estimated. To increase the relative
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Figure 9.6: Multijet control region selection without requiring a τ .
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Figure 9.7: Emiss
T /meff distributions in regions used in the ABCD method.

The discrepancies between the observed data and non-QCD simulation is
seen to be in regions dominated by QCD multijet events. In particular region
C, which mainly consists of non-QCD processes is also dominated by QCD
multijet events for Emiss

T /meff < 0.3.

multijet contribution, the nominal selection apart from the selection on HT
and Emiss

T /meff is applied to the region where the ABCD estimate is calcu-
lated. To further reduce the electroweak contamination in region C, and thus
reduce the method’s dependence on the electroweak scaling factors, the se-
lection on Emiss

T /meff is inverted in region C. Figures 9.8 and 9.7 show the
background processes contributing to the ABCD regions, along with the ob-
served data of each region. The overall contribution of multijet Monte Carlo
is seen to describe the data reasonably well. However, the simulation is af-
fected by a low number of events with high event weights and correspondingly
large uncertainties, which emphasises the need for data-driven estimates of
this background.

Two methods are used to determine the contribution from multijet events
in data within the ABCD regions — a simple method based on subtraction of
electroweak contributions from simulations, and a more statistically robust
method based on a maximum likelihood estimate.

For the subtraction based method the multijet contribution is determined
by subtracting simulated electroweak contributions, with their respective
scaling factors applied, from the observed data

NQCD∗
A,B,C = Ndata

A,B,C −N
non−QCD
A,B,C (9.6)

This allows the number of multijet events in the signal like region D, for
Emiss

T /meff < 0.3, to be estimated by

NQCD∗
D = NQCD∗

B

NQCD∗
A

NQCD∗
C (9.7)
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Figure 9.8: Background contributions and data in the ABCD regions used
to estimate QCD multijet contributions to the signal region.

In order to obtain an estimate in the signal region this estimate is
scaled by the ratio of multijet events, taken from simulation, in the region
with Emiss

T /meff inverted to that including the nominal HT and Emiss
T /meff

selection. This ratio is taken from the high statistics region A under
the assumption that these variables are independent of those defining the
ABCD. This yields NQCD∗

D = 9.9 ± 1.0stat and in the final signal region
NQCD∗

D, Emiss
T /meff>0.3 & HT>775GeV = NQCD∗

SR = 0.17 ± 0.04stat. The estimate was
also calculated taking the ratio from the two other regions, varying the τ
definition in the ABCD, and with and without the electroweak scaling fac-
tors applied to the regions with a looser τ . The maximal difference between
the estimates was taken as an additional systematic on the method. Further-
more, the robustness of the method with respect to the selection values on the
multijet reducing cuts, ∆Φ(jet, Emiss

T ) and Emiss
T /meff , was checked. Figure

9.9 shows the multijet signal region estimates for various of these selection
values.

A full likelihood based approach [142], that is both statistically robust
and takes into account the possible presence of a signal in the ABCD regions,
can also be adopted. The predicted rates for the non-QCD background com-
ponents are denoted by µnQCD

D;A,B,C and are taken from MC with appropriate
scaling factors applied. A possible signal contribution in region D is denoted
by µ. The signal leakage into the other regions is expressed in terms of µ
and a signal acceptance factor into this region taken from Monte Carlo in
a sample GMSB signal. Then there is the multijet background to be es-
timated which is completely data-driven. Denoting the component in the
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Figure 9.9: Signal region estimates from the ABCD method for different
multijet rejecting selections.

search region D as µQCD, we describe the ABCD-relation between the other
three components with two additional nuisance parameters τB and τC . The
estimated rates in the 4 regions are thus described by:

µA = aµ+ µnQCD
A + µQCDτBτC

µB = bµ+ µnQCD
B + µQCDτB

µC = cµ+ µnQCD
C + µQCDτC

µD = µ+ µnQCD
D + µQCD

The likelihood function is the product of the four likelihoods for the counting
experiments in the four regions:

L(nA, nB, nC , nD
∣∣∣µ, θµ) = ∏

i=A,B,C,D
e−µiµ

ni
i

ni!

The maximum likelihood fit to data yields µQCD = 9.9 ± 1.0. This yields
an estimate of 0.13 ± 0.03 events in the signal region, which is the same as
obtained from the simpler subtraction method.
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Figure 9.10: Fake τ identification factors for QCD multijet events.

τ Misidentification Factor

When requiring a τ in the multijet control region, the insufficient statis-
tics of the simulations make these unsuitable both for plotting and for deter-
mining signal region estimates. Therefore, the method based on weighting
of τ candidates, that greatly increases the available statistics, was used to
both cross-check the signal region estimate from the ABCD method, and for
indicating multijet contributions in plots.

As a starting point, a looser τ is selected at random from data in the
multijet control region. The probability of a randomly chosen looser tau to
be identified as a nominal tau is then calculated, as described in the Section
8.8.1. To increase the number of selected τ leptons there is no selection on
mT applied to the multijet control region. The overall probability, not binned
in pT, of identifying a looser τ as nominal was found to be consistent with
the mT selection applied. To minimise the contribution from electroweak
processes and therefore contribution from real τ leptons, the electroweak es-
timates from simulations are subtracted from the data. The resulting prob-
abilities can bee seen in Figure 9.10 and agrees with similar results in the 2τ
analysis channel.

For all plots including multijet contributions it is the estimate using the
weighted looser τ that is used. Figure 9.11 shows good data and Monte Carlo
agreement for the main kinematic distributions in the multijet control region
with a nominal τ using the method described in this section for the multijet
distributions.

Furthermore, the signal region estimate from the ABCD method was
cross-checked using the method. A comparison of the signal region esti-
mates, that are found to be in good agreement, is shown in Table 9.7. Also,
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Figure 9.11: τ multijet control region distributions. The multijet contribu-
tions are from weighting looser τ candidates.
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Table 9.7: Estimated QCD signal region contributions from the investigated
methods. No scale indicates that the non-QCD contributions to the extra
loose tau region are not scaled with the electroweak scale factors. Uncertain-
ties are statistical only.
Methode ABCD subtr. no scale ABCD subtr. Weighted extra loose
QCD in SR 0.13± 0.03 0.17± 0.04 0.48± 0.21

the multijet contribution in the electroweak control regions are found to be
negligible using this methods. Typical contaminations are at, or below, the
percent level.

9.3.4 Other Backgrounds
The small contributions from diboson and Drell-Yan events in this analysis
are taken from Monte Carlo. For both of these backgrounds there is a small
contribution observed in the control regions, while no events survive the
signal region selection. Upper bounds on the contributions in the signal
region were set, taking into account the amount of statistics available in the
simulations.

9.4 Systematic Uncertainties
For each of the detector related systematics outlined in Section 8.9 the sys-
tematic uncertainty on the signal region estimate is calculated by propa-
gating the relevant change through the whole analysis chain including re-
computation of the scale factors. To disentangle the statistical and sys-
tematic effect, the HT selection is relaxed to 600 GeV when evaluating the
systematic uncertainties.

Additionally, systematic uncertainties are attributed to the chosen method
for estimating the multijet and W+jets background. The 50% uncertainty
on the multijet estimate accounts for the dependence of the method on the
electroweak scale factors. Similarly, the 21% uncertainty on the W+jets esti-
mate with a true τ covers the discrepancy between the scaling factor obtained
from the charge asymmetry and the matrix inversion method.

Another systematic uncertainty is attributed to the Monte Carlo gen-
erator choice and extrapolation from the control to the signal region. For
W+jets and multijets these uncertainties are assumed to already be covered
by the systematic uncertainties attributed to the choice of method. For tt̄
the nominal estimates are compared to that obtained using predictions from
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Table 9.8: Overview of relative systematic and statistical uncertainties on
signal region background estimates.

Systematic QCD W+jets W+jets Top Top Z+jets di-boson
(truth) (fake) (truth) (fake)

JER 0.33 <0.002 1.1 -0.06 0.14 0.23 <0.002
JES up 0.16 0.03 1.4 0.02 0.15 0.23 -0.33
JES down -0.09 -0.22 -0.90 -0.04 -0.10 <0.002 <0.002
TES up 0.03 <0.002 0.07 -0.007 0.13 0.23 <0.002
TES down 0.06 <0.002 0.20 -0.13 -0.10 <0.002 <0.002
Tau ID 0.07 0.06 -0.01 0.06 0.07 0.06 0.07
Pile-up re-wgt. 0.01 <0.002 0.20 -0.02 -0.05 <0.002 <0.002
ST scale up 0.01 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
ST scale down -0.06 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
ST res. up 0.04 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
ST res. down -0.01 <0.002 <0.002 <0.002 <0.002 <0.002 <0.002
Bjet up -0.02 0.05 0.33 -0.10 -0.08 0.02 <0.002
Bjet down 0.04 -0.05 -0.07 0.09 0.08 -0.02 <0.002
Bjet light up 0.01 -0.01 0.01 -0.02 -0.04 -0.004 -0.003
Bjet light down 0.01 0.01 -0.06 -0.003 0.04 0.004 0.003
Method 0.50 0.21 — — — — —
Generator Di-Bos. — <0.002 <0.002 <0.002 <0.002 0.05 0.04
Generator tt̄ — — — 0.15 0.15 — —
Theory/Extrapol. — 0.30 0.27 0.26 0.26 — —
Total syst. unct. 0.63 0.39 1.65 0.33 0.40 0.57 0.34

Stat. unctertainty 0.21 0.70 1.13 0.38 0.81 1.0 —

POWHEG and AcerMC [170] generators, resulting in a 15% uncertainty. For
diboson events, a similar comparison yields a 25% uncertainty in the con-
trol regions. As no diboson events pass the signal region selection, an upper
limit on the signal region contribution, corresponding to one MC event with
a weight of 0.04, is assumed. In addition, an uncertainty on the total inte-
grated luminosity of 3.9% [171] is applied to the diboson estimate, as this is
determined from pure Monte Carlo predictions scaled to the recorded amount
of integrated luminosity, rather than a data-driven approach.

From Table 9.8 the main systematic uncertainties are seen to be the ones
related to the jet measurement — namely the jet energy resolution and jet
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Figure 9.12: Distributions of the final two variables defining the signal region
after all selections, apart from the variable shown, have been applied. The
uncertainties shown are statistically only. The yellow band represents the
uncertainties of the background estimates while Poisson errors are shown for
the data points.

energy scale. Followed by uncertainties related to generators, method and
theoretical uncertainties along with the τ energy scale.

9.5 Results and Interpretation
Table 9.9 shows the remaining events in data and Monte Carlo for the last
selections applied in the analysis after the appropriate scale factors obtained
in the previous sections are applied. Again, the data and Monte Carlo agree-
ment is seen to be good. After both the multijet rejecting selections are
applied, the multijet contribution is reduced by more than two orders of
magnitude. Likewise, the mT selection removes close to two orders of mag-
nitude of the W+jets background, while also removing a significant fraction
of Top and Z+jets. The final selection on HT removes about an order of
magnitude across all backgrounds.

Figure 9.12 shows the distribution of the final two variables that define
the signal region, with all other selections applied up until the selection on
the variable shown. The resulting total number of background events in
the signal region is 1.31 ± 0.37stat ± 0.65syst compared to 4 observed data
events. Having observed slightly more events in the data than expected from
Standard Model background only, this begs the question how significant such
a discrepancy is. The probability of the expected background yielding 4 or
more observed events is 5.3%, whereas the probability for such a fluctuation
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Table 9.9: Cut-flow for the selection defining the signal region after baseline
event selection showing expected Standard Model backgrounds and data.
Background estimates are from simulations with scale factors applied to top,
W+jets and Z+jets, except for the final estimate of QCD events, which is
obtained by a data-driven method. The errors are statistical only.

After cut 1 τ ∆φmin Emiss
T /meff mT HT

W+jets 2045± 114 1951± 107 1593± 89 34± 15 0.30± 0.16
Top 890± 55 834± 50 680± 41 90± 14 0.61± 0.25
QCD 456± 222 28± 10 3.7± 3.6 < 3.5 0.17± 0.04
Z+jets 243± 15 205± 14 157± 13 52± 8 0.22± 0.22
Drell-Yan 4.1± 1.2 2.2± 0.9 1.5± 0.8 < 0.36 < 0.36
Di-boson 9.0± 1.0 7.8± 0.9 5.8± 0.6 1.5± 0.3 < 0.05
Total SM 3656± 256 3028± 120 2441± 99 178± 22 1.31± 0.37
Data 3751 3370 2673 184 4

in one or more of the four signal regions is 19.6%. Detector event displays
for the four observed data events in the signal region are shown in Section
A.3.

The expected GMSB signal ranges from O(0.01-1000) across the grid
with a typical statistical and systematic uncertainty around 10-20%, while
the uncertainty of the signal production cross section typically is around
20%. Combining this information, the 95% CL limit shown in Figure 9.13 is
set for the GMSB grid. The expected exclusion is indicated by the dashed
black line with the one standard deviation uncertainty band in yellow. The
observed limit is shown in solid red. The dark grey region is theoretically
excluded due to unphysical sparticle mass values, while the orange, cyan and
light grey areas are limits obtained by OPAL [126]. The figure also indicates
the NLSP of a given region – slepton, coNLSP and stau respectively going
from low to high tan β. The dashed-dotted vertical grey lines indicate the
gluino mass and is seen to depend on Λ.

The effect of the upward fluctuation in data observed in the signal region
is seen by the observed limit being weakened compared to the expected ex-
clusion. The exclusion reach in Λ increases with tan β and at tan β values
around 40 the expected exclusion reaches Λ values of ∼ 50. The observed
exclusion extends to a maximum of ∼ 44 for similar tan β values. For the ob-
served exclusion this corresponds to gluino masses ranging between 800-1000
GeV going from low to high tan β.
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Figure 9.14: Signal region kinematic distributions for 2τ and τ+lepton
analysis channels [172].

9.6 Other Search Channels and Combination
In addition to the results obtained in the 1τ channel described in the previous
sections, the analysis consists of three additional search channels – 2τ , τ+e
and τ+µ. The 2τ channel is based on the same trigger as the 1τ analysis,
and consequently applies the same trigger plateau selection. Furthermore,
also the multijet reducing selections (Emiss

T /meff > 0.3 and ∆Φ(jet, Emiss
T )

> 0.3) are shared between the two search channels. Additionally two τ lep-
tons passing loose identification is required, while events with light leptons
are vetoed. The loosening of the τ identification with respect to that applied
in the 1τ channel is offset by the additional fake background suppression
achieved from the additional τ . Furthermore, the two remaining signal en-
hancing selections are like the 1τ channel based on mT and HT. The sum
of the transverse masses of the two τ leptons with Emiss

T is required to be
larger than 100 GeV, while HT is required to be larger than 650 GeV. The
distributions of these two final variables are shown in Figure 9.14. Also the
background estimation techniques for the channels is similar to those ap-
plied and described in the previous sections. Electroweak backgrounds are
scaled by factors obtained from dedicated control regions for top, W+jets
and Z+jets using the matrix inversion method. Multijet contributions are
estimated by scaling looser τ candidates in Monte Carlo simulations by a
identification specific identification factor. In the end no significant excess
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with respect to the Standard Model expectation is found in the signal region
and upper limits on potential contributions from new physics processes are
set.

The methods and selections applied in the τ+lepton channels are slightly
different from the other two due to the presence of the light leptons. These
channels use triggers based on the presence of a single electron or muon. The
muon trigger also needs one jet in the event to fire, making it necessary to
require a leading jet pT of 50 GeV to be in a region where the trigger is close
to fully efficient. Unlike the two other channels there is no additional selec-
tion on Emiss

T or transverse momentum of jets. At least one τ passing loose
identification is then required in addition to a muon or electron. The two
final selections applied to define the signal region are common between the
τ+e and τ+µ channels. The first is similar to that of the two other channels
with a selection on mT > 100 GeV to reduce electroweak backgrounds. The
only difference being that the transverse mass is calculated using the light
lepton rather than the τ . The final selection is on meff > 1 TeV, which is
just a linear combination of the HT and Emiss

T selections applied in the other
analysis channels. This means that the phase space probed is very similar
across all channels. As for the other channels, the matrix inversion method
is used to derive scaling factors for the top and W+jets background. Mul-
tijet backgrounds are estimated using the matrix method, described in for
example [173], where the light lepton identification is varied to determine the
contribution from fake leptons. As for the other channels, results are found
to be consistent with Standard Model background only and exclusion limits
are set.

In all search channels the observed data is found to be consistent with
the Standard Model only hypothesis. Table 9.10 shows the signal region
background expectations and observations in data for all search channels.
Since no significant deviations with respect to the background are observed
combined exclusion limits on the GMSB grid is set as seen in Figure 9.15.
Values of Λ below 45 TeV are excluded at 95% CL independent of tan β. The
maximal exclusion reached in Λ is 58 TeV. This corresponds to a exclusion
of gluino masses in the model ranging from 1000-1250 GeV. Here the results
from all search channels are used and included in the total likelihood function.
Additionally, model independent upper limits on contributions from any new
physics processes in these regions are set, as shown in Table 9.10. In Section
A.4 a comparison of the individual 95% CL observed search channel limits are
shown. A comparison of the combined observed limit presented here with the
limit obtained in the ATLAS dilepton search [173] on the same dataset is also
shown. The τ search is seen to provide the strongest exclusion at large tan β
where the models have τ rich final states, while the dilepton exclusion limit
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Figure 9.15: Combined exclusion at 95% CL obtained in the GMSB plane
when combining the results of the four analysis channels. The blue line shows
the previous observed exclusion obtained by the 2τ analysis, using about half
of the total dataset used in this analysis [172].

is the strongest at low tan β as the slepton LSP there leads to an increase in
final states with light leptons.



Chapter 10

Analysis of 8 TeV Data

Following the successful running of both the LHC and the associated exper-
iments the previous year, the 2012 data taking period saw an increase in the
centre-of-mass energy from 7 to 8 TeV. In addition to the increased beam
energy, more than five times as much data was collected over the course of
2012 compared to the year before, as seen in Figure 10.1. With the increase
in both energy and collected data, searches extended their reach to higher
sparticle masses and lower production cross sections than previously acces-
sible. With increasingly large portions of supersymmetric parameter space
being probed, the final results of the first LHC run period saw a significant
improvement upon previous ATLAS results.

The increase in the amount of collected data was largely made possible
by the increased number of interactions per bunch crossing in the 2012 colli-
sions compared to the year before. While this allowed more particle collisions
to be studied, the additional interaction vertices were also a challenge from
an analysis point of view due to the increased complexity of the events. Nat-
urally this will make the matching of a physics object to a specific vertex
more difficult, while at the same time object reconstruction could be influ-
enced by energy deposits from pileup interactions. In particular, low pT jets
from pileup interactions being attributed to the primary, hard interactions
could potentially be problematic. This meant that both accurate description
of pileup in simulations, and physics objects and kinematic variables being
robust with respect to pileup was even more important in the analysis of
the 2012 dataset. The τ identification, for instance, underwent significant
improvement, making it more stable against pileup effects, between the two
data taking periods.

The analysis of the 8 TeV dataset collected in 2012 builds on the analysis
performed on the 7 TeV dataset from 2011. The main components remain
unchanged — orthogonal analysis channels with differing τ and light lepton
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Figure 10.1: 2012 data taking conditions compared to the previous year –
integrated luminosity and mean number of interactions per bunch crossing
[78].

content; large Emiss
T and total transverse momentum in the event to tar-

get strongly produced SUSY along with the main background estimation
techniques remaining unaltered. Despite the similarities, there are several
improvements with respect to the first iteration of the analysis. In all anal-
ysis channels the selections were fully re-optimised to the new energy and
integrated luminosity. Results were interpreted in additional SUSY mod-
els and multiple new signal regions were defined to target different signal
characteristics. In total, the number of signal regions were increased from
4 to 14 between the two analyses. Background estimation techniques were
modified, improved upon or new methods were applied including the selec-
tions defining the control regions. Great care was taken to understand the
effects of different Monte Carlo generators, including the simulation of the
detector response, and pileup dependence of the analysis. Also the simulated
statistics in the nominal Standard Model background samples were increased.
Finally, the performance of physics objects used was also improved by the
relevant performance groups to the benefit of the analysis. While there, un-
fortunately, was no sign of new physics in the final results, the sum of these
changes allowed for a significant increase in the achieved exclusion reach in
SUSY parameter space.

10.1 Dataset and Monte Carlo Samples
The proton-proton collisions analysed were collected from April 12th to De-
cember 6th of 2012 at a centre-of-mass energy of 8 TeV. During this period
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Table 10.1: Generators used for simulation of relevant Standard Model back-
ground processes. All Monte Carlo simulations are from the MC12a produc-
tion campaign.

Process Generator Alternative Generator
tt̄ POWHEG+PYTHIA (AFII) ALPGEN
Single top MC@NLO & ACER -
W/Z+jets SHERPA (massive c/b) ALPGEN
Diboson SHERPA POWHEG+PYTHIA
Multijet PYTHIA -

the LHC delivered 22.8 fb−1 of data, of which 21.3 fb−1 was recorded by
the ATLAS experiment corresponding to just above 93% of the total deliv-
ered. After requiring that the data is from a run contained in the standard
SUSY group Good Run List, v61-pro14-02_DQDefects-00-01-00_PHYS_-
StandardGRL_All_Good, a total integrated luminosity of 20.3 fb−1 is left for
analysis. Both data and Monte Carlo are officially produced SUSY D3PDs
with tag p1512 for Monte Carlo, and p1542 for data.

The generators used to simulate the Standard Model background pro-
cesses are listed in Table 10.1, while a full list of Monte Carlo samples used
in the analysis can be found in Section B.1. The leading-order cross sections
calculated by the generators for the simulated samples are corrected by k-
factors provided centrally by the SUSY group to their next-to-next-to-leading
order values.

The tt̄ samples are simulated using ATLAS fast simulation (AFII) for the
detector response, rather than full ATLAS simulation. POWHEG r2129 was
used in conjunction with PYTHIA 6.246 for the event generation using CT10
PDFs. While the fast simulation uses parametrised detector response, and
therefore is not as accurate as the full simulation, the reduced CPU time
needed to simulate an event means that a much larger number of events may
be generated, thus reducing the statistical uncertainty of the estimates de-
rived from the sample. The accuracy of the fast simulation was extensively
checked against data and full simulation to ensure that it was satisfactory,
especially the modelling of the τ content was investigated. Additionally, the
simulated tt̄ samples were reweighed in bins of true pT of the tt̄ system to
agree with the most recent measurements of the tt̄ differential cross-section
[174]. Systematic uncertainties on the chosen generator were evaluated using
samples simulated using ALPGEN with up to four associated partons produced.
Single top events are simulated by MC@NLO 4.06 with HERWIG 6.520 show-
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Figure 10.2: Simulated pileup conditions in MC12a production Monte Carlo
and the actual distribution observed in data [78].

ering for the s− and Wt−channel production (CT10 PDF), and ACER 3.8
with PYTHIA 6.246 showering for the t channel (CTEQ6L1 PDF).

Processes with vector bosons produced in association with jets are sim-
ulated using the SHERPA 1.4.1 generator with massive c and b quarks, and
CT10 PDFs. Samples binned in transverse momentum of the boson are com-
bined with inclusive samples by requiring the samples to be orthogonal in the
boson pT. The low-pT W/Z+jets samples are simulated using AFII to model
the detector response, while the remaining samples use the full GEANT4
based detector simulation. These samples are also split into boson decay
mode and quark flavour. Furthermore, they are reweighed by correction
factors binned in true transverse momentum of the boson to account for ob-
served mismodelling in data of the boson pT in kinematic regions of high
Emiss

T and leading jet pT. These correction factors were first derived in the
context of the ATLAS stop-charm search [175], but were found to be ap-
plicable in the phase space considered in this analysis as well. Generator
systematics were obtained from W/Z+jets samples simulated using ALPGEN
2.14, that accounts for production of up to five accompanying partons, us-
ing CTEQ6L1 PDFs. For these samples fragmentation and hadronisation are
performed with HERWIG 6.520, and JIMMY is used to simulate the underlying
event.

Diboson samples are simulated by SHERPA, while Drell-Yan contributions
are found to be small by studying events generated by ALPGEN. Since the
contribution is small and Drell-Yan samples have significant overlap with
the Sherpa Z+jets samples, Drell-Yan samples has been omitted throughout
the analyses. Both contributions from a Standard Model Higgs boson and
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production of tt̄ in association with a vector boson were checked and found to
be negligible and are consequently omitted throughout. Alternative diboson
simulations, using POWHEG r2129 together with PYTHIA 8.165, were used to
evaluate systematic uncertainties.

Two further reweightings are applied in order for the simulations to ac-
curately reproduce the data — pileup and b-tag reweighing. Even though
simulations are performed including a best guess of the expected pileup con-
ditions, the simulations are later corrected to the actual pileup conditions
observed in data by applying weights based on the mean number of interac-
tions per bunch crossing. This is done using the ATLAS PileupReweighting
tool. Figure 10.2 shows the simulated pileup conditions compared to that
observed in 2012 data. In regions where b-tags are used weights depending
on the truth, light and heavy jet content and the b-tagging algorithm are
applied to correct for the differences in b-tagging efficiencies and fake rates
between simulations and data.

The signal samples studied are produced using PYTHIA 6.246, with the
CTEQ6L1 PDF set, except for the bRPV model where HERWIG++ 2.5.2 was
used.

Tau lepton decays were mainly simulated using TAUOLA 2.4, and for the
modelling of the underlying event the ATLAS AUET2B tune was primar-
ily used. The exception to this was events produced with SHERPA, HERWIG++
2.5.2 or PYTHIA 8.165 where τ lepton decays were simulated within the
generator, and the built-in SHERPA, UEEE [176], AU2 [177] tunes were respec-
tively used for the underlying event modelling. Additionally, the tt̄ samples
generated using POWHEG uses the Perugia 2011C tune [178].

10.2 Event Selection
As for the 7 TeV analysis the hadronic analysis channels are based on a trigger
requiring a high pT jet and Emiss

T . To keep the trigger rate at the desired
level for the new running conditions the Emiss

T and jet pT trigger thresholds
were slightly raised with respect to their 7 TeV values. Throughout the
data taking period the lowest unprescaled Emiss

T and jet pT trigger, EF_j80_-
a4tchad_xe100_tclcw_veryloose, was required to have fired. This trigger
requires that Emiss

T and leading jet pT at EF level satisfy: Emiss,EF
T > 100

GeV and leading jet pEF
T > 80 GeV. The trigger is seeded by the trigger

L2_j75_c4cchad_xe45 at L2, that in turn is seeded by L1_J30_XE40 at L1.
To find the corresponding offline thresholds at which the trigger is close to
fully efficient, data events triggered by an independent trigger based on a
single, isolated muon are studied. Muon stream events passing the trigger
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Figure 10.3: Trigger turn-on curves in Emiss
T and leading jet pT for EF_-

j80_a4tchad_xe100_tclcw_veryloose in period B data events selected by
EF_mu24i_tight.

EF_mu24i_tight and basic event cleaning from period B data taking were
selected. Additionally, the events were required to contain an offline muon
and two analysis jets. From these events the efficiency of the Emiss

T part
of the trigger is calculated as a function of offline Emiss

T . To test the Emiss
T

term of the combined trigger, only events where the jet term is close to fully
efficient, leading jet pT> 130 GeV and sub-leading jet pT> 30 GeV, is used
when calculating the efficiency. Similarly, the efficiency of the jet term is
calculated as a function of leading jet pT, when requiring the Emiss

T term to
be at its plateau, Emiss

T > 160 GeV. The resulting efficiencies are shown in
Figure 10.3.

The efficiency is also checked for correlations between Emiss
T and leading

jet pT, as shown in Figure 10.4, where the efficiency is calculated as function
of these two variables simultaneously using the same selection of events as
before.

The trigger is seen to be close to fully efficient around Emiss
T > 150 GeV,

leading jet pT> 130 GeV and sub-leading jet pT> 30 GeV. These selection
values are applied in the analysis to ensure that the trigger is close to fully
efficient. Figure 10.5 shows the fraction of the total number of events passing
the offline trigger threshold selections for the three signal grids considered in
the analysis. For the GMSB grid around 50-60% satisfy this requirement for
most parts of the grid. The mSUGRA grid is close to fully efficient across the
whole grid but drops to around 60% for the lowestm1/2 values. In general the
bRPV grid has the lowest efficiency, ranging from around 10% at low m1/2
values to about 70% at high, due to the lower Emiss

T due to the LSP decay. As
these efficiencies also include weak production modes, the selection efficiency



10.2. EVENT SELECTION 141

E
ffi

ci
en

cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

 [GeV]miss
TE

0 50 100 150 200 250 300 350 400 450 500

 [G
eV

]
T

Le
ad

in
g 

je
t p

0

50

100

150

200

250

300

350

400

450

500

Figure 10.4: Trigger efficiency of EF_j80_a4tchad_xe100_tclcw_veryloose
in period B data events selected by EF_mu24i_tight.

of only strong production processes is generally expected to be higher due to
the increased presence of high momentum jets for such production modes.

As for the 7 TeV analysis events are required to pass a common, basic
event selection. This involves requiring a primary vertex as defined in Section
8, removing corrupt or noisy events, jets or muons showing signs of problems
with reconstruction or measurements, or muons consistent with cosmic rays.

The selection of τ leptons and electrons and muons is unchanged with
respect to the 7 TeV analysis — events are required to contain exactly one
medium τ , and no additional electrons, muons or loose τ leptons. The QCD
multijet rejecting selection on ∆Φ(jet, Emiss

T ) is kept at 0.3, while the fixed
selection on Emiss

T /meff was removed as it was found to be inefficient for
certain signal models and in particular the bRPV grid, as seen in Figure 8.8.
Even when removing this selection the multijet contribution was found to
be of a manageable magnitude in the signal regions when separate selections
on Emiss

T and HT were applied. The requirement on τ pT was raised to 30
GeV to reduce the influence of Z→ νν background and possible pileup effects
which are most prominent at low pT with negligible loss in signal efficiency.

Signal Region Selection

The effect of the trigger selection requirements described above on the
main Standard Model backgrounds, as well as an example supersymmetric
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Figure 10.5: Efficiency, including weak production, of the trigger plateau
selection for the three signal grids considered in the analysis.

signal is shown in Figure 10.6. In particular the Emiss
T requirement is seen

to remove many orders of magnitudes of Standard Model background pro-
cesses, mainly multijet events, while at the same time only resulting in a
comparatively modest loss of signal events. Furthermore the requirement on
the leading and next-to-leading jet pT removes Standard Model processes at
the same time as strongly produced signal with large mass splitting between
the initially produced squark/gluino and LSP remain virtually unaffected by
the selection. The additional jet requirement prevents a significant fraction
of Z→ νν events from entering the analysis.

In addition to the event cleaning and quality and trigger selection re-
quirements that are common to all regions investigated in the analysis, three
additional selections are applied to define the signal regions. The first of
these is the mT selection that was raised slightly from its 7 TeV value to
140 GeV. While this increase does not yield a significant gain in sensitivity
for most supersymmetric signals it allows the control regions to be defined
in such a way as to contain more events and therefore reduces the uncer-
tainty on the backgrounds estimated form these regions. Figure 10.7 shows
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Figure 10.6: Distributions of trigger variables showing the trigger selections,
consecutively applied, indicated by the dashed red line and the direction of
the selection by the arrow. Signal is illustrated by a simplified model of
pair-produced gluinos decaying into quarks and a neutralino.

the main backgrounds and a dummy signal for the variables defining the sig-
nal region selection in the analysis. The figures show the distributions with
the selections imposed consecutively.

The final two selections were like before applied to Emiss
T and HT. These

variable values vary to some degree across the studied signal grids, as they
directly relate to the parameters of mass scales that defines the 2D planes
that are studied. For this reason two signal regions were defined by different
cuts on these two variables to capture the properties of different parts of these
grids. For the GMSB grid larger values of both Emiss

T and HT are preferred,
with the favoured value of HT steadily increasing with Λ, as seen in Section
8.7. A selection of Emiss

T > 300 GeV and HT > 1 TeV was found to be close
to optimal in the region around the expected exclusion limit of ∼ 60 GeV.
Larger HT and Emiss

T values are also preferred for higher values of m1/2 in the
bRPV and mSUGRA grids. For low m1/2 in the mSUGRA grid and across
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Figure 10.7: Selections defining the tight signal region of the analysis. Dis-
tributions shown have all previous selections applied. The selections are
indicated by the dashed red line and the direction of the selection by the ar-
row. Signal is illustrated by the mSUGRA point with m0 = 600 GeV and
m1/2 = 900 GeV. To make the signal visible in the figures it has been scaled
by a factor ranging from 10-10000.
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Table 10.2: Signal region selection criteria
1τ Loose SR 1τ Tight SR

Trigger selection pjet1
T > 130 GeV, pjet2

T > 30 GeV
Emiss

T > 150 GeV
Taus Nmedium

τ = 1
pT > 30GeV

Light leptons Nbaseline
` = 0

Multijet rejection ∆φ(jet1,2, p
miss
T ) > 0.4, ∆φ(τ, pmiss

T ) > 0.2
Signal selections mT > 140GeV

Emiss
T > 200GeV Emiss

T > 300GeV
HT > 800GeV HT > 1000GeV

the bRPV grid, however, lower values of Emiss
T are preferred. To improve

sensitivity in this region a loose signal region was defined where the selections
were relaxed to Emiss

T > 200 GeV and HT > 800 GeV. Both the GMSB and
the bRPV grids in general have high jet activity and resulting large values
of HT. For both these signal regions it could improve the sensitivity to cut
harder on HT. However, as a selection on HT does not provide significant
reduction of multijet events on its own, it is necessary to select a combination
of a Emiss

T and HT that together ensures that multijet events do not become
the main background in the analysis, due to the difficulties in modelling this
background and its systematic uncertainty accurately. For this reason the
combined selection on Emiss

T and HT was chosen so that multijet contribution
in the signal region would not exceed 10% when defining the signal regions,
even though a larger significance could be obtained by a more stringent HT
selection and larger multijet contribution when not considering additional
uncertainties this would introduce.

Figure 10.8 shows the corresponding selection efficiencies across the grids
for the loose signal region. Signal events are seen to be most efficiently se-
lected at high tan β, where the τ is the NLSP, and at lower values of Λ, where
strong production processes are more prominent than electroweak production
mechanisms. Similarly, events at high m1/2 and low m0 are most efficiently
selected in the bRPV grid due to the increased presence of τ leptons, and
generally larger values of Emiss

T in this region compared to the rest of the
grid. The same is true also for the mSUGRA grid, where the imposed se-
lection is most efficient along the co-annihilation region where the τ̃ LSP
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Figure 10.8: Signal region selection efficiency × acceptance for the loose
signal region in the GMSB, bRPV and mSUGRA signal grids.

leads to events with τ final states. A full overview of signal acceptance and
efficiencies in all grids for both signal regions can be found in Section B.4.

Figure 10.9 shows the expected 95% CL exclusion reach for the two signal
regions in the three signal grids that are considered using the modified Asi-
mov significance as the significance measure. The tight signal region shown
on the right hand side is seen to be most sensitive for the GMSB grid and
at high m1/2 in the bRPV and mSUGRA grids as expected. The loose sig-
nal region, on the other hand, extends the exclusion at low m1/2 in both the
mSUGRA and the bRPV grids.

Control Region Selection

Control regions for the various Standard Model background processes are
defined after the common selections outlined at the start of this section.
A QCD multijet dominated control region is constructed by requiring that
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Figure 10.9: The expected exclusion in the GMSB, mSUGRA and bRPV
signal grids for the loose and tight signal regions. The expected exclusion
is indicated by the contour where the modified Asimov significance with a
background uncertainty of 25% is equal to 1.64 corresponding to a one-sided
expected 95% CL upper limit.
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Table 10.3: QCD Multijet control region selection.
Control region Selection

QCD Multijet ∆Φ(jet, Emiss
T ) < 0.4

Emiss
T /meff < 0.4

events satisfy the selections on the multijet rejecting variables ∆Φ(jet, Emiss
T )

and Emiss
T /meff as shown in Table 10.3. This region is then further split by the

τ content into sub-regions with no tau lepton, a reconstructed tau candidate,
or a nominal τ passing medium identification criteria.

Four control regions are constructed for W+jets, Z+jets and top quarks
backgrounds. W+jets and Z+jets processes are treated together in a com-
mon control region due to the similarities in both the physics process and
the generator used to simulate it. The top control regions are designed in
a similar fashion, with the two being distinguished by the requirement on a
b-tagged jet in the event. In addition to the control regions being split by
dominant processes, they are also separated into regions containing mostly
a true or fake τ lepton to allow separate scaling factors to be determined
for these two cases. This allows possible differences in the accuracy of the
modelling of true relative to fake τ leptons in simulation to be corrected in-
dividually. The main selection to separate true from fake τ leptons is on
mT where there is a larger contribution from fake τ leptons at high mT. To
further enhance the separation into true and fake τ leptons, additional selec-
tions on the τ pT and the azimuthal angle between the τ and the direction
of Emiss

T are applied. These additional requirements also increase the avail-
able statistics in the fake control regions, and to some extent compensate
for the reduction in statistics with respect to the 7 TeV analysis experienced
due to the raised trigger thresholds and the minimal τ transverse momentum
required. The full selection defining the control regions for the electroweak
backgrounds are shown in Table 10.4. All the electroweak control regions
have multijet rejection selections applied to reduce the contribution from
this process. As for the signal region ∆Φ(jet, Emiss

T ) > 0.4 is required. Ad-
ditionally, ∆φ(τ , pmiss

T ) > 0.2 was required for all control regions as this was
found to remove multijet events, appearing at low mT, whose shape was not
accurately described by the statistics limited multijet Monte Carlo. Finally,
mT < 140 GeV was required to keep the control regions orthogonal to the
signal region selection.

All control regions are constructed such that the signal contamination
from the considered signal grids are negligible. This allows Monte Carlo
scaling factors to be derived using the control regions without taking into
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(b) Top true CR
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(c) W/Z fake CR
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(d) W/Z true CR
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Figure 10.10: Contamination in the Standard Model background control
regions from the GMSB grid evaluated in the analysis.
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Table 10.4: Overview of the control regions employed for the background
estimation of W , Z and top quark backgrounds. Trigger requirements and
selected objects are identical to the signal region requirements. A multijet
rejection cut ∆φ(jet1,2, p

miss
T ) > 0.4 is applied in all CRs.

Nb-jet = 0 Nb-jet > 0
mT < 90 GeV

or ∆φ(τ, pmiss
T ) < 1.0 CR W/Z true τ CR Top true τ

or pτT > 55 GeV
90 GeV < mT < 140 GeV
and ∆φ(τ, pmiss

T ) > 1.0 CR W/Z fake τ CR Top fake τ
and pτT < 55 GeV

account possible contributions from signal models. Additionally, it allows
the exclusion limits for the models to be calculated from the signal region
only without simultaneous fits to the control regions when evaluating the
hypothesis tests. Figure 10.10 (see Figures B.2 and B.1 for mSUGRA and
bRPV) shows the contamination in all control regions across the GMSB
signal grid. For the GMSB grid the contamination is typically well below a
percent across the grid with the exception of the lowest Λ where it reaches a
maximum of about 7%. These values have, however, already been excluded
by previous searches. In the region of the expected exclusion the signal
contamination ranges from 0.01-0.4%. The contamination from the bRPV
grid is also typically below a percent except in the corner of low m0 and m1/2.
Even in this region the level of contamination is within the tolerance of the
analysis, except for the top fake control region where contaminations reach
O(10)%. This region has, however, been excluded by other ATLAS searches
and therefore no special treatment due to this contamination was considered.
Something similar is observed for the contamination from mSUGRA where
typical values are below 1%, while at the lowest m1/2 it reaches 15-20%
in the top fake control region. As the analysis presented here has highest
sensitivity at low m0 and moderate m1/2, where the signal contamination
is low, it does not contribute significantly to the region with problematic
signal contamination, compared to other ATLAS searches. It is evident from
the expected exclusion of the tight signal region, that goes into the final
combination of results, that it does not have significant exclusion power in
this region, and as such does not influence the final exclusion in the region of
high signal contamination in this grid. For this reason no special treatment
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Figure 10.11: W/Z+jets and top control region contributions before and
after the derived scaling factors are applied to the individual processes split
by true and fake τ content.

of the signal contamination in this region is considered in the interpretation
of the obtained results.

10.3 Estimating Standard Model Backgrounds

The main methods for background estimates remain from the 7 TeV iteration
of the analysis. Matrix inversion is used to determine scale factors for the
electroweak backgrounds, while the QCD multijet contribution is determined
by an ABCD method, with alternative methods as a cross-checks.

10.3.1 Electroweak Backgrounds

With the control regions defined in Table 10.4, the scale factors for top and
W/Z+jets, split into components for true and fake τ leptons, were calculated.
The validity of treating the W+jets and Z+jets with common scale factors
was ensured by scale factor cross-checks with the 2τ analysis. Figure 10.12
shows the resulting scale factors that are obtained. The lower statistics
in the fake τ regions is reflected in the wider distributions and increased
uncertainties on the corresponding scale factors. Including the systematic
uncertainties the electroweak scale factors are given by
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Figure 10.12: Electroweak scale factors for events with true and fake τ leptons
obtained from the electroweak control regions.
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
ωtrue
W

ωfake
W

ωtrue
top
ωfake

top

 =


1.09± 0.03stat + 0.11syst

0.60± 0.18stat + 0.11syst

0.93± 0.05stat + 0.10syst

0.98± 0.52stat + 0.34syst

 . (10.1)

The stability of the scale factors in 10.1 with more stringent multijet
rejecting selections applied to the CRs have been checked to ensure that the
lack of a data driven multijet estimate in these regions does not affect the
obtained scale factors. Applying a selection of Emiss

T /meff > 0.3 resulted in
changes that were all well within the statistical uncertainty of the estimates,
indicating that there is negligible multijet contribution that is unaccounted
for in these regions.

That there are no background processes unaccounted for in the control
regions is further supported by the distributions of some important kinematic
variables in these regions, shown in Figures 10.13-10.14. No significant shape
differences between the simulations and the data are seen in the various
distributions indicating that any remaining discrepancies can be attributed
to simple normalisation offsets of the simulation as derived when solving the
above matrix equation.

Figure 10.11 shows the Standard Model process contributing to the con-
trol regions before, and after the derived scaling factors are applied. The
most significant deviation between the simulation and the observed data be-
fore scaling is seen in the W/Z+jets control regions, where the simulation
overshoots the data in the fake τ region, and slightly underestimates the data
in the true τ region.

In general, the simulation of events with a true τ accurately describes the
observed data, resulting in scale factors close to unity. For events with a fake
τ , on the other hand, the simulations tend to overestimate the τ fake rate
relative what is seen in data, resulting in scale factors below one. This was
also observed, and extensively studied, in previous iterations of the analysis,
and is observed across the four analysis channels of the analysis.
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Figure 10.13: Kinematic distributions in the W/Z+jets and top control re-
gions after scaling factors are applied.
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Figure 10.14: Kinematic distributions in the W/Z+jets and top control re-
gions after scaling factors are applied, continued.
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Figure 10.15: Standard Model background process contributing to the
ABCD regions along with the observed data in the regions. A selection
of Emiss

T < 200 GeV is required in region C.

10.3.2 Multijets

The nominal estimate of contributions from QCD multijets in the signal
region is from an ABCD method based on τ identification and ∆Φ(jet, Emiss

T ).
For plotting, and as a cross-check to the nominal method, an estimate is also
performed using τ candidates from simulations with weights for the τ fake
rate determined from data applied. Finally, a commonly used technique
called jet smearing was used as a further cross-check.

ABCD

The main method of multijet estimation, as for the 7 TeV analysis, is the
ABCD method. The same variables are used to define the ABCD, the main
difference being that the inversion of Emiss

T /meff in region C is replaced by
inversion of Emiss

T only. The definition of the ABCD regions is shown in Table

Table 10.5: Definitions of control region used when estimating the multijet
background. General pre-selection, trigger plateau and mT selections are
applied for all regions.

Very loose tau Nominal tau
∆φ(jet1,2, p

miss
T ) < 0.4 Region A Region B

∆φ(jet1,2, p
miss
T ) > 0.4

Emiss
T < 200/300 GeV Region C Region D
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(b) Tight SR – HT > 1 GeV

Figure 10.16: ABCD method signal region estimates for combinations of
Emiss

T and ∆Φ(jet, Emiss
T ) selections for the two signal regions separated by

the HT selection imposed.

10.5. For all regions the analysis pre-selection, selections on Emiss
T and jet pT

to ensure a fully efficient trigger and the mT selection have been applied.
A very loose τ is required to have passed the same identification criteria

as a nominal τ , except for the jet BDT criteria. It is additionally required
not to overlap with any of the two leading jets in the event. The very loose
τ is used just as a nominal τ to calculate other event variables depending on
the τ content of the event. In region C the Emiss

T selection defining the signal
region is inverted to increase the relative fraction of multijets to electroweak
processes in the region, thus removing some of the method’s dependence on
the scale factors derived for these.

Figure 10.15 shows the various background processes contributing to the
ABCD regions. Apart from in region A a significant contamination from elec-
troweak processes is seen in all regions. With respect to previous iterations
of the analysis the contributions from QCD Multijets are reduced by the in-
creased trigger thresholds, in particular for Emiss

T , the increased mT selection
and the reduced fake rate of the improved τ identification algorithm.

The estimate in region D is obtained by subtracting the electroweak con-
tributions, with the appropriate scale factors applied, from the data in the
regions and solving the ABCD equation. The estimate in region D is for
all analysis cuts defining the signal region applied, except with the Emiss

T se-
lection inverted and without the final HT selection. To obtain the signal
region estimate the estimate in region D is multiplied by the ratio of mul-
tijet events, taken from simulation, in the signal region to those in region
D. To reduce the statistical uncertainty of the estimate the ratio is taken
from the multijet-rich region A, under the assumption that it is independent
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Figure 10.17: pT dependent τ identification fake rate of very loose τ candi-
dates.

of the azimuthal angle between the two leading jets and Emiss
T in the event.

As a cross-check of the method the ratio was also calculated from region C
and from data in region A. The results were found to be consistent with the
nominal values in both cases. Figure 10.16 shows the obtained signal region
estimates for different values of the final Emiss

T and ∆Φ(jet, Emiss
T ) selections

defining the signal regions.
Due to significant non-mulitjet contamination in region C, the ABCD

estimates will depend on the W/Z+jets and top scale factors. The scale
factor dependence on the τ identification could also influence the method.
To account for this dependence, estimates were derived without scale factors
applied, and with them applied only to the regions with nominal τ leptons.
The conservative estimate where scale factors were applied to all ABCD
regions was taken as the nominal estimate. A 100% method uncertainty
was assigned to this estimate to account for the observed differences in the
choices of calculation of the ratio, treatment of electroweak scale factors, and
differences with respect to the methods described in the following sections.
The resulting multijet background estimates are 0.23 ± 0.10stat and 1.12 ±
0.49stat in the tight and loose signal regions respectively.

Weighted τ Candidates

For use in plotting distributions and as a cross-check of the ABCDmethod
weighting of τ candidates was also performed. The probability, as a function
of pT, for a very loose τ candidate, as used in the ABCD method, to be
identified as a nominal τ was calculated in the QCD control region. To
determine if a τ candidate was also identified as a nominal τ the two particles
were ∆R-matched. If a nominal τ was found to lie within a cone of ∆R < 0.1
of the τ candidate the two particles were assumed to be the same. Subtracting
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Figure 10.18: Main kinematic distributions of the multijet control region
without any requirements on the number of τ leptons in the event imposed.
Statistical uncertainties only.
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W/Z+jets and top background processes, with scale factors applied, from
the data the probability of a τ candidate to pass nominal τ selection, seen
in Figure 10.17, was calculated.

The overall normalisation of the QCD multijet Monte Carlo was deter-
mined in the multijet control region without any τ requirement imposed.
Figure 10.18 shows the main kinematic distributions after electroweak scal-
ing factors, and the multijet Monte Carlo normalisation factor have been
applied. Good agreement, within the statistical uncertainties, between sim-
ulations and data are observed. The relatively large statistical uncertainty,
and resulting uneven distributions, at low jet pT and HT is due to the lower
pT slices of the multijet Monte Carlo samples dominating this part of the
distributions. These samples have relatively large event weights, e.g. low
statistics, compared to the observed event counts making parts of the dis-
tributions sparsely populated. This effect is also enhanced partly due to the
high Emiss

T selection required to satisfy the trigger plateau requirement. The
same effect is also seen with single high weight events from the lower pT
samples being prominent in for example the Emiss

T distribution.
Figure 10.19 shows the main kinematic distributions of the same multijet

control region containing a nominal τ . The indicated multijet contribution
is obtained by applying the above τ fake rate factors to events containing a
very loose τ candidate. In general, the agreement between simulations and
data is found to be good. For both the τ pT and the Emiss

T distributions
the multijet estimates are seen to nicely cover the remaining discrepancies
between the electroweak processes and the data at low τ pT and Emiss

T . It
is, however, clear that the limited multijet Monte Carlo statistics lead to
sparsely populated distribution tails.

A comparison of the signal region estimates obtained from the ABCD
method and using weighted τ candidates can be seen in Table 10.6. The
quoted uncertainties are statistical only. In general, the estimate from
weighted τ candidates is seen to be lower than the estimates from the ABCD
method although they are consistent within errors. The relative uncertainties
on the estimates are also of the same magnitude.

Method ABCD w/MC ratio ABCD w/data ratio Very Loose Tau
Loose SR 1.12 ± 0.49 1.99 ± 0.28 0.61 ± 0.20
Tight SR 0.23 ± 0.10 0.34 ± 0.08 0.09 ± 0.06

Table 10.6: Comparison between multijet estimates using scaled extra loose
taus and the ABCD method. Uncertainties on the estimates are statistical
only.
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Figure 10.19: Main kinematic distributions of the 1 τ multijet control re-
gion. Contributions from multijet processes are from weighted very loose τ
candidates in QCD Monte Carlo. Statistical uncertainties only.
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Figure 10: Fitting the MC response tail. For every pT slice, a Crystal Ball function is fitted to the R

distribution in the region 0.0 < R < 1.2. The tail region is then defined as 0 < R < x̄ − ασ − 0.1 (see
Equation 22 and text). A Gaussian is then fitted in this region. Also shown is the Gaussian component

of the Crystal Ball fit, this is used in producing a sample of pseudo-data with only Gaussian smearing as

described in §9.3.2.

The response tail can now be modified by changing the shape of the Gaussian fit. This is achieved397

by multiplying the width of the Gaussian (σtail) by a factor ∆σtail. The mean of the Gaussian is fixed398

and the normalisation is set such that the value of the function at x = x̄ − ασ − 0.1 is fixed. Figure 11399

shows examples of how the response varies with the choice of ∆σtail for jets with 140 GeV < pT(true) <400

160 GeV.401

9.3.2 Determining ∆σtail and its uncertainty402

In order to test the compatability of the modified tails with the observation in the data, pseudo-data403

samples are produced with different ∆σtail values. χ
2 tests are then performed between the Mercedes404

distributions in the pseudo-data samples and in the data.405

The first task of this analysis is to define the regions in which the χ2 tests are performed. This is406

important as only differences in the tail shape should be probed, and not differences in the Gaussian407

(a) 40 GeV < ptrue
T < 60 GeV

February 10, 2012 – 14 : 26 DRAFT 20

ball fits and the fitting ranges determined are shown in Figure 10. Also shown are Gaussians fitted to the394

tail region. The full jet response is then the Gaussian fit in the tail region and the original MC response395

histogram outside of the tail region.396

MCR

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-610

-510

-410

-310

-210

-110

1
 Response from MC
 Crystal Ball fit

 Tail region

 Gaussian fit to tail

 Gaussian fit to core

(a) 40 GeV < pT(true) < 60 GeV

MCR

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

-510

-410

-310

-210

-110
 Response from MC
 Crystal Ball fit

 Tail region

 Gaussian fit to tail

 Gaussian fit to core

(b) 140 GeV < pT(true) < 160 GeV

MCR

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

-510

-410

-310

-210

-110

 Response from MC
 Crystal Ball fit

 Tail region

 Gaussian fit to tail

 Gaussian fit to core

(c) 540 GeV < pT(true) < 560 GeV

Figure 10: Fitting the MC response tail. For every pT slice, a Crystal Ball function is fitted to the R

distribution in the region 0.0 < R < 1.2. The tail region is then defined as 0 < R < x̄ − ασ − 0.1 (see
Equation 22 and text). A Gaussian is then fitted in this region. Also shown is the Gaussian component

of the Crystal Ball fit, this is used in producing a sample of pseudo-data with only Gaussian smearing as

described in §9.3.2.

The response tail can now be modified by changing the shape of the Gaussian fit. This is achieved397

by multiplying the width of the Gaussian (σtail) by a factor ∆σtail. The mean of the Gaussian is fixed398

and the normalisation is set such that the value of the function at x = x̄ − ασ − 0.1 is fixed. Figure 11399

shows examples of how the response varies with the choice of ∆σtail for jets with 140 GeV < pT(true) <400

160 GeV.401

9.3.2 Determining ∆σtail and its uncertainty402

In order to test the compatability of the modified tails with the observation in the data, pseudo-data403

samples are produced with different ∆σtail values. χ
2 tests are then performed between the Mercedes404

distributions in the pseudo-data samples and in the data.405

The first task of this analysis is to define the regions in which the χ2 tests are performed. This is406

important as only differences in the tail shape should be probed, and not differences in the Gaussian407

(b) 140 GeV < ptrue
T < 160 GeV

February 10, 2012 – 14 : 26 DRAFT 20

ball fits and the fitting ranges determined are shown in Figure 10. Also shown are Gaussians fitted to the394

tail region. The full jet response is then the Gaussian fit in the tail region and the original MC response395

histogram outside of the tail region.396

MCR

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-610

-510

-410

-310

-210

-110

1
 Response from MC
 Crystal Ball fit

 Tail region

 Gaussian fit to tail

 Gaussian fit to core

(a) 40 GeV < pT(true) < 60 GeV

MCR

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

-510

-410

-310

-210

-110
 Response from MC
 Crystal Ball fit

 Tail region

 Gaussian fit to tail

 Gaussian fit to core

(b) 140 GeV < pT(true) < 160 GeV

MCR

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

-510

-410

-310

-210

-110

 Response from MC
 Crystal Ball fit

 Tail region

 Gaussian fit to tail

 Gaussian fit to core

(c) 540 GeV < pT(true) < 560 GeV

Figure 10: Fitting the MC response tail. For every pT slice, a Crystal Ball function is fitted to the R

distribution in the region 0.0 < R < 1.2. The tail region is then defined as 0 < R < x̄ − ασ − 0.1 (see
Equation 22 and text). A Gaussian is then fitted in this region. Also shown is the Gaussian component

of the Crystal Ball fit, this is used in producing a sample of pseudo-data with only Gaussian smearing as

described in §9.3.2.

The response tail can now be modified by changing the shape of the Gaussian fit. This is achieved397

by multiplying the width of the Gaussian (σtail) by a factor ∆σtail. The mean of the Gaussian is fixed398

and the normalisation is set such that the value of the function at x = x̄ − ασ − 0.1 is fixed. Figure 11399

shows examples of how the response varies with the choice of ∆σtail for jets with 140 GeV < pT(true) <400

160 GeV.401

9.3.2 Determining ∆σtail and its uncertainty402

In order to test the compatability of the modified tails with the observation in the data, pseudo-data403

samples are produced with different ∆σtail values. χ
2 tests are then performed between the Mercedes404

distributions in the pseudo-data samples and in the data.405

The first task of this analysis is to define the regions in which the χ2 tests are performed. This is406

important as only differences in the tail shape should be probed, and not differences in the Gaussian407

(c) 540 GeV < ptrue
T < 560 GeV

Figure 10.20: Example jet pT response functions derived from QCD Monte
Carlo with separate Gaussian fits to the the core and tail regions of the
distribution [179].

Jet Smearing

A commonly used method within the ATLAS collaboration is the so-
called jet smearing method [179] that was first applied in [180]. The method
is based on the assumption that the QCD multijet contributions in the kine-
matic phase space relevant to SUSY searches, e.g. high Emiss

T , are due to
jet mis-measurements. Under this assumption pseudo-data with high Emiss

T
may be constructed from well measured multijet events by smearing the jets
according to their measurement uncertainty. The jet energy measurement
uncertainty is quantified by the response function of the jet energy mea-
surement and is measured in Monte Carlo and validated and modified by
observations in data. The jet response function, R, giving the fluctuation in
measured jet pT is given by

R = preco
T

ptrue
T

. (10.2)

Figure 10.20 shows example jet energy response functions derived from simu-
lations. The jets in the events are then smeared with the appropriate response
function and the missing transverse energy recalculated as

/E
′

T = /ET +
∑
jets

(p′T − pT ), (10.3)

where primed variables indicate smeared quantities.
The selection of seed events is based on data events passing single jet

triggers in the JetTauEtmiss stream. Events passing one of the triggers EF_-
j55/j80/j110/j180/j220/j280/j360/j460_a4tchad, not containing light
leptons, passing nominal event cleaning are used as a starting point for the
method. All but the two highest threshold single jet triggers have been
pre-scaled during the entire 2012 data taking period. Figure 10.21 shows
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Figure 10.21: Average pre-scales of the single jet triggers used for seed selec-
tion in the jet smearing method.

the average pre-scales, obtained from per event pre-scales information from
the TriggerDecisionTool, for the triggers. Event weights are assigned to
the events according to the pre-scale of the highest threshold, fully efficient
trigger that fired in the event. Seed events, i.e. well measured events in data
in a region dominated by QCD multijet events, are chosen by a selection on
the Emiss

T significance

S = Emiss
T√∑
ET

< 0.6 GeV
1
2 . (10.4)

Each seed event is smeared a thousand times. The fraction of the total num-
ber of smears that result in the nominal trigger requirements being satisfied,
is applied as an additional event weight. The smeared event content is taken
from the first smear iteration passing trigger requirements, in order to avoid
duplication of the τ content in the event.

One of the main appeals of the jet smearing methods is that the τ content
is taken directly from the data, avoiding possible bias from τ mismodelling
in simulations. To regain correct normalisation after the smearing iterations,
the pseudo-data is normalised in the QCD multijet control region without
any τ requirement.

Figure 10.22 shows the obtained kinematic distributions in the 0 τ control
region after normalisation of the pseudo-data. The main multijet rejecting
variables, ∆Φ(jet, Emiss

T ) and Emiss
T /meff , are seen to be well modelled and the

higher statistics in the pseudo-data sample compared to the multijet simula-
tions is evident. The distributions of data for HT and jet pT is, however, seen
to be harder than what is obtained in the pseudo-data from jet smearing.
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Figure 10.22: Distributions obtained by jet smearing in the QCD control
region without any requirement on the τ . The pseudo-data is normalised to
the observed data in the region. The dark shaded areas indicate the statistical
uncertainty, while the light grey area indicate systematic uncertainties.
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These differences in shape are slightly larger than the estimated systematic
uncertainty of the method indicated by the light grey shaded area.

Figure 10.23 shows the QCD multijet control region containing a τ lep-
ton, where the multijet distribution is obtained by the jet smearing method.
Despite the shape differences in the 0 τ QCD multijet control region, the
distributions in data are here are seen to be mostly well described by the es-
timated backgrounds, while there are some discrepancies in the very tails of
the HT distribution. Again, the improved statistics with respect to multi-
jet Monte Carlo is seen in for example the QCD multijet dominated peak of
the mT distribution, at around 150 GeV, that arise due to selections on the
variables used to calculate mT.

Due to the discrepancies seen in the multijet control region without a τ
requirement, the method is used only as a cross-check to the nominal method.
As such, it lends credence to the other two approaches in underpinning the
behaviour, and low levels of multijet contributions to the portions of phase
space defined by the signal region selection. The application of the method
also serves as a proof of principle, and as a starting point for future iterations
of the analysis. The inherent potential of the method is clear with a signif-
icant increase in statistics and the mismodelling of jets as τ leptons taken
directly from data. There are several potential factors that could contribute
to the observed level of shape mismodelling, and that could be resolved by
further studies. This includes biases introduced by the seed selection and the
chosen smearing parameters (light/heavy quark content, criteria of jets to be
smeared, Emiss

T soft term smearing, angular smearing, etc.). Additionally,
the jet response functions have been derived in the context of the zero lepton
SUSY search. As the event cleaning criteria between the two analyses are not
identical, there could be differing sources of fake Emiss

T resulting in slightly
different jet response functions between the analyses. Also, a dedicated τ
smearing, using a response function specific to τ leptons, could potentially
improve the description of fake Emiss

T from mismeasurements of the τ leptons.
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Figure 10.23: Distributions obtained by jet smearing in the multijet control
region with a τ . The dark shaded areas indicate the statistical uncertainty,
while the light grey areas indicate systematic uncertainties.
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Figure 10.24: Validation of Top and W/Z+jets modelling after scaling factors
are applied. The uncertainties are statistical only.

10.4 Validating the Background Estimates
The modelling of the electroweak backgrounds and the derived scaling factors
are validated by splitting events after the trigger plateau selection, one τ
requirement and QCD multijet rejection into regions dominated by top and
W/Z+jets respectively by requiring, or vetoing, b-tagged jets in the event.
The mT distributions in these regions are shown in Figure 10.24. In addition
to being one of the main, and final, selection variables, mT is a complex,
composite variable that includes both information on the τ , Emiss

T and their
angular separation. Therefore, it would be sensitive to mismodelling of any of
these quantities. The simulated distributions are seen to accurately describe
the data across the full range of the distribution. This includes the regions
that were not used to define the control regions and, importantly, the part of
the distribution that goes into the signal region definition. The distributions
are also well modelled in both regions dominated by true τ leptons, low
mT, and fake τ leptons at moderate to high mT. For the W/Z+jets control
region the relative contribution of Z+jets to W+jets events vary across the
variable range. The accurate description of the data for differing relative
contributions vindicates the use of a common scale factor for the individual
W+jets and Z+jets contributions.

Further kinematic distributions validating the Standard Model back-
ground modelling are shown in Figure 10.25. For all distributions apart
from ∆Φ(jet, Emiss

T ) all selections apart from the two final selections on mT
and HT have been applied. In the case of ∆Φ(jet, Emiss

T ) (Figure e) the selec-
tion on ∆Φ(jet, Emiss

T ) is also removed. In all figures electroweak backgrounds
have the appropriate scale factors applied, while the multijet contribution is
obtained from scaling of τ candidates. The background estimates are seen to
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Figure 10.25: Distributions of the main kinematic variables of the analy-
sis after pre-selection, trigger plateau requirements, the multijet rejecting
selection (except in Figure e)) and the τ requirement. W/Z+jets and top
backgrounds are scaled by the appropriate scale factors, and multijets events
are obtained from weighted τ candidates. Uncertainties are statistical only.
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accurately model the observed data for all the kinematic distributions investi-
gated within the statistical uncertainties indicated in the figures. Additional
uncertainties from theory, the methods applied and experimental uncertain-
ties are not shown in the figure, but are considered in the final interpretation
of the results.

10.5 Systematic Uncertainties
The influence of the systematic uncertainties described in Section 8.9 are
considered for all backgrounds relevant to the signal region. The size of
experimental uncertainties such as uncertainties related to measurement, re-
construction and identification efficiencies and other detector-related effects
are evaluated by dedicated performance groups in ATLAS. The recommen-
dations provided by the performance groups are implemented in the analysis
by varying the response of the uncertainties by their ±1σ values and re-
peating the whole analysis, including the full background estimates, for each
systematic variation considered. For example, the scale of the jet energy
measurements is shifted up and down according to their uncertainty, and ev-
ery jet in the event has their energy modified according to this shift. Every
jet-dependent quantity in the event is also recalculated, and the full analy-
sis is re-done with the energy shifted jets. The same procedure is applied
to all the experimental systematic uncertainties. Additional systematics on
methods and from the choice of generators are treated individually in each
analysis channel.

Background Uncertainties

When the systematic variations are considered the uncertainty associ-
ated with a given background, is the deviation between the nominal signal
region estimate and the systematically varied estimate. Since the Monte
Carlo statistics remaining in the signal regions are limited for many of the
backgrounds, the estimate of the systematic uncertainty will be artificially
enlarged by the statistical uncertainty in the region. As a measure to coun-
teract this effect, relative systematic uncertainties are derived in a region
with smaller statistical uncertainties by relaxing the final selection on HT.
This method is applied to all backgrounds based on Monte Carlo simulations.

Uncertainty introduced through the choice of generator used to model
the physics processes are accounted for by performing the analysis with an
alternative generator and comparing the results to the nominal signal region
estimates. As the normalisation of the electroweak Monte Carlo is corrected



170 Analysis of 8 TeV Data

 [GeV]TH

200 400 600 800 1000 1200 1400 1600

A
rb

itr
ar

y 
un

its

-410

-310

-210

-110

1
Powheg (AFII)

Alpgen

Top

 [GeV]TH

200 400 600 800 1000 1200 1400 1600

N
om

in
al

A
lte

rn
at

iv
e

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

(a) HT– tt̄

 [GeV]Tm

0 100 200 300 400 500 600

A
rb

itr
ar

y 
un

its

-410

-310

-210

-110

1
Powheg (AFII)

Alpgen

Top

 [GeV]Tm

0 100 200 300 400 500 600
N

om
in

al
A

lte
rn

at
iv

e
0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

(b) mT– tt̄

 [GeV]TH

200 400 600 800 1000 1200 1400 1600

A
rb

itr
ar

y 
un

its

-410

-310

-210

-110

1
Sherpa

Alpgen

W+jets

 [GeV]TH

200 400 600 800 1000 1200 1400 1600

N
om

in
al

A
lte

rn
at

iv
e

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

(c) HT– W+jets

 [GeV]Tm

0 100 200 300 400 500 600

A
rb

itr
ar

y 
un

its

-410

-310

-210

-110

1
Sherpa

Alpgen

W+jets

 [GeV]Tm

0 100 200 300 400 500 600

N
om

in
al

A
lte

rn
at

iv
e

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

(d) mT– W+jets

 [GeV]TH

200 400 600 800 1000 1200 1400 1600

A
rb

itr
ar

y 
un

its

-410

-310

-210

-110

1
Sherpa

Alpgen (Pythia)

Z+jets

 [GeV]TH

200 400 600 800 1000 1200 1400 1600

N
om

in
al

A
lte

rn
at

iv
e

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

(e) HT– Z+jets
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Figure 10.26: Comparison of the nominal and alternative tt̄, W+jets and
Z+jets generators for the two final variables defining the analysis signal re-
gion. The distributions are normalised to unity.
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to describe data, any offsets in normalisation between generators would be
corrected for by the background estimation techniques and as such should
not introduce a systematic uncertainty. Differences in the modelled shapes
of variables extrapolated over going from the control regions, where the sim-
ulations are adjusted to describe data, to the signal regions would, however,
lead to systematic uncertainties from the generator choice. Figures 10.26 and
B.3 – B.5 compare the shapes of the nominal (blue) and alternative (orange)
generators for the main variables and backgrounds of the analysis. The dis-
tributions are obtained after all selections, apart from on mT and HT, are
implemented. For all background processes and variables, the differences be-
tween the generators are, as expected, seen to be small. In particular, the
distributions that are extrapolated over, mT and HT, going from the con-
trol to the signal region are seen to agree within the statistical uncertainties.
From the distributions the statistical uncertainties of the generated samples
are also visible, where the sample with the largest available statistics in each
case was taken to be the nominal one resulting in a significantly improved
description of the distribution tails and accompanying reduction of the sta-
tistical uncertainty.

Tables 10.7 and 10.8 show a breakdown of the relative systematic and
statistical uncertainties of the loose and tight signal regions respectively.
Correlations among the different background contributions under a system-
atic variation are taken into account when considering the total estimated
background in a signal region. A common nuisance parameter per system-
atic variations is introduced for all background processes, except for the
generator statistical uncertainty, which is treated as uncorrelated across the
backgrounds. Naturally, any background specific systematic uncertainties
introduce nuisance parameters only on the background in question.

From Tables 10.7 and 10.8 the dominant systematic uncertainties are seen
to arise from the choice of Monte Carlo generators, jet and τ measurement
and the multijet estimates. The combined Monte Carlo generator related
uncertainty in the loose and tight signal regions are respectively 19% and
30% and is the dominant source of uncertainty in both signal regions. In
both regions the uncertainty of the multijet estimate is close to 10%. The jet
and τ energy scale uncertainties are of a similar magnitude, and in the loose
signal region they are both 3.6%, while in the tight signal region they are
4.0% and 1.3% respectively. The jet energy resolution uncertainty is also of
a similar magnitude at 2.8% and 9.7% in the loose and tight signal regions.
Finally, the uncertainty related to pile-up is comparatively small at 1% in
both regions.
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Systematic Total QCD W+jets W+jets Top Top Z+jets Z+jets di-

(true) (fake) (true) (fake) (true) (fake) boson

JES up -0.017 -0.346 0.006 -0.032 0.086 -0.053 0.110 0.069 0.030

JES down 0.056 0.390 -0.055 0.078 -0.066 0.139 0.164 0.035 -0.132

JER -0.029 -0.278 0.021 -0.065 0.035 -0.023 0.146 -0.051 0.211

TES up -0.045 -0.140 -0.011 -0.055 0.014 -0.111 -0.028 -0.041 0.063

TES down 0.029 0.283 -0.035 -0.006 -0.004 0.077 0.029 -0.012 -0.132

TauId up 0.004 0.022 0.004 -0.002 0.004 -0.004 0.013 -0.002 0.036

TauId down -0.004 -0.022 -0.004 0.002 -0.004 0.005 -0.014 0.002 -0.036

TauElV up -0.004 -0.007 -0.002 0.007 -0.002 -0.014 -0.002 -0.005 0.002

TauElV down 0.004 0.007 0.002 -0.007 0.002 0.014 0.002 0.005 -0.002

ST up -0.004 -0.009 -0.018 0.019 -0.005 0.006 0.169 -0.026 -0.006

ST down 0.019 0.007 0.021 0.008 0.025 0.028 0.013 0.025 0

ST res -0.027 -0.146 -0.003 -0.019 -0.021 0.023 0.185 -0.065 0

JVF up 0.001 0.002 -0.002 0.003 0.001 0.002 0.003 0.003 0

JVF down <0.001 <0.001 -0.004 0.001 0.001 -0.004 -0.004 0.001 0

Pileup up 0.010 0.050 -0.005 0.023 0.004 -0.003 0.019 0.025 -0.047

Pileup down -0.009 -0.051 -0.009 -0.004 0.006 -0.008 -0.039 -0.016 0.030

BJet up <0.001 0 -0.009 -0.007 0.032 -0.014 -0.009 -0.007 0

BJet down 0.002 0 -0.014 -0.037 0.041 0.042 -0.014 -0.037 0

CJet up -0.002 0 0.013 0.034 -0.038 -0.037 0.013 0.034 0

CJet down -0.002 0 -0.005 -0.004 0.010 -0.014 -0.005 -0.004 0

B Mistag up 0.002 0 0.005 0.004 -0.010 0.014 0.005 0.004 0

B Mistag down <0.001 0 0.009 0.006 -0.032 0.016 0.009 0.006 0

Method QCD 0.104 1 0 0 0 0 0 0 0

Top generator 0.142 -0.089 0.001 0.053 0.143 0.600 0.001 0.053 0

Top gen MC stat 0.054 0 0 0 0.189 0.216 0 0 0

W,Z generator 0.125 0.031 0.212 0.494 0.177 -0.137 0 0.054 0

W,Z gen MC stat 0.065 0 0.194 0.246 0 0 1 0.269 0

Diboson gener. -0.004 0 -0.001 -0.009 0.001 0.008 -0.001 -0.009 -0.054

Db gen MC stat 0.009 0 0 0 0 0 0 0 0.202

Total syst. 0.241 1.136 0.292 0.563 0.312 0.668 1.041 0.300 0.327

Stat. uncertainty 0.13 0.44 0.17 0.33 0.16 0.55 0.57 0.31 0.38

Total uncertainty 0.27 1.22 0.34 0.65 0.35 0.87 1.19 0.43 0.50

Table 10.7: Systematic and statistical uncertainties for the loose signal re-
gion. The uncertainties are relative variations of the predicted number of
background events. The grouping of several background types in one row for
the “gen MC stat” sources is only for display purposes, in the analysis they
have been treated as uncorrelated sources.
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Systematic Total QCD W+jets W+jets Top Top Z+jets Z+jets di-

(true) (fake) (true) (fake) (true) (fake) boson

JES up -0.043 -0.290 -0.047 0.050 0.013 -0.068 0.051 -0.020 0.013

JES down -0.042 -0.140 -0.118 0.069 -0.015 0.035 0.154 0.013 -0.296

JER -0.098 0.019 -0.164 -0.011 -0.158 -0.247 -0.064 -0.058 0.275

TES up -0.012 -0.039 0.008 -0.027 0.013 -0.007 -0.028 -0.051 0

TES down -0.005 0.245 -0.102 -0.010 -0.022 0.076 0.028 0.024 -0.296

TauId up 0.007 0.022 0.011 -0.002 0.006 -0.004 0.012 -0.002 0.038

TauId down -0.007 -0.022 -0.012 0.002 -0.007 0.005 -0.013 0.002 -0.038

TauElV up -0.007 -0.007 -0.002 -0.006 -0.002 -0.029 -0.002 -0.005 0.005

TauElV down 0.007 0.007 0.002 0.005 0.002 0.029 0.002 0.005 -0.005

ST up -0.025 0.010 -0.017 0.012 -0.006 -0.011 -0.014 -0.005 -0.296

ST down 0.021 0.002 -0.010 0.021 0.007 0.072 0.013 0.047 0

ST res -0.016 0.006 -0.003 -0.001 -0.004 -0.063 -0.001 -0.027 0

JVF up <0.001 0.002 0.003 0.003 0.001 0.002 0.003 -0.012 0

JVF down -0.001 -0.002 -0.004 0.001 0.001 -0.004 -0.004 0.001 0

Pileup up 0.019 0.026 0.064 0.005 0.032 -0.033 -0.001 0.039 -0.067

Pileup down -0.013 -0.013 -0.059 0.030 -0.014 0.004 -0.005 -0.024 0.045

BJet up <0.001 0 -0.009 -0.007 0.032 -0.014 -0.009 -0.007 0

BJet down 0.002 0 -0.014 -0.037 0.041 0.042 -0.014 -0.037 0

CJet up -0.002 0 0.013 0.034 -0.038 -0.037 0.013 0.034 0

CJet down -0.003 0 -0.005 -0.004 0.010 -0.014 -0.005 -0.004 0

B Mistag up 0.003 0 0.005 0.004 -0.010 0.014 0.005 0.004 0

B Mistag down <0.001 0 0.009 0.006 -0.032 0.016 0.009 0.006 0

Method QCD 0.096 1 0 0 0 0 0 0 0

Top generator -0.147 -0.130 0.001 0.053 -0.986 0.233 0.001 0.053 0

Top gen MC stat 0.095 0 0 0 0.013 0.557 0 0 0

W,Z generator 0.226 -0.135 0.565 1.252 0.177 -0.137 0 -0.065 0

W,Z gen MC stat 0.135 0 0.464 0.820 0 0 1 0.304 0

Diboson gener. -0.008 0 -0.001 -0.009 0.001 0.008 -0.001 -0.009 -0.104

Db gen MC stat 0.022 0 0 0 0 0 0 0 0.334

Total syst. 0.349 1.050 0.759 1.500 1.016 0.676 1.008 0.329 0.520

Stat. uncertainty 0.19 0.43 0.34 0.43 0.50 0.69 0.42 0.40 0.63

Total uncertainty 0.40 1.13 0.83 1.56 1.13 0.97 1.09 0.52 0.82

Table 10.8: Systematic and statistical uncertainties for the tight signal re-
gion. The uncertainties are relative variations of the predicted number of
background events. The grouping of several background types in one row for
the “gen MC stat” sources is only for display purposes, in the analysis they
have been treated as uncorrelated sources.
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Signal Uncertainties

In addition to the uncertainties on the background estimates, discussed
in the previous section, the signal uncertainties also need to be taken into
account when interpreting results and setting limits in the context of the
considered signal models. Figure 10.27 (Figues B.9 and B.8 for mSUGRA
and bRPV) summarises the relative uncertainties on the signal region signal
contributions for the GMSB model. The systematic uncertainty shown is the
combined uncertainty from the detector related uncertainties considered in
the previous section. In addition to the statistical uncertainty on the signal
region estimate, the theoretical uncertainty on the production cross-section of
the supersymmetric signal is also shown. The latter is obtained by varying
the NLLO signal cross-sections per SUSY production process within their
uncertainty.

Applying more stringent selections to define a signal region naturally
increases the statistical uncertainty on the signal region estimates, as seen
when going from the loose to the tight signal region in Figures 10.27, B.8
and B.9. For the GMSB grid the statistical uncertainties vary from 6-27% in
the loose signal region, while the corresponding numbers for the tight signal
region are 8-43%. In the region around the 95% CL expected exclusion limit,
however, the statistical uncertainty is typically between 10% and 15%. The
bRPV model grid considered suffers from a lack of statistics in regions of
low acceptance, typically at low m1/2 and/or high m0, resulting in large
statistical uncertainties in these regions. However, the low statistics region
coincides with the region of high control region contamination, where the
analysis is not expected to be sensitive, and therefore does not pose a problem
for the interpretation of results. Towards high m1/2 the typical statistical
uncertainty is around 10%, while at lowerm1/2 the statistical uncertainty can
reach above 50% with typical values of around 30%. For the mSUGRA grid
the statistical uncertainty increases with decreasing m1/2. The loose signal
region uncertainties range from 5-25%, with uncertainties of 5-50% seen for
the tight signal region. For the regions around the expected exclusion, the
statistical uncertainty ranges from around 5-20% in both signal regions.

The systematic uncertainties in the GMSB grid are typically in the range
of 10-20%, with some higher values observed that are likely due to statistical
fluctuations. For the bRPV grid, values are naturally influenced by the lim-
ited signal region statistic. Typical values are in the range 5-30%, with larger
fluctuations seen in the low statistics regions of the grid. The mSUGRA sys-
tematic uncertainties are typically below 15%, with larger uncertainties at
low m1/2.

For all the considered model grids the cross-section uncertainty has a
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(a) Statistical uncertainty
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(b) Statistical uncertainty
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(c) Systematic uncertainty
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(d) Systematic uncertainty
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(e) Cross-section uncertainty
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(f) Cross-section uncertainty

Figure 10.27: Relative signal region uncertainties for the GMSB grid. The
left hand column show uncertainties in the loose signal region, while the tight
signal region uncertainties are to the right.
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larger dependence on the grid parameters than the other uncertainties. This
is due to the cross-section uncertainties depending on the supersymmetric
production mechanism, which in turn depends on the grid parameters and
the composition of events entering the signal region. The GMSB grid un-
certainties range from 15-30%, while in the region of the expected exclusion
typical values are 20-25%. The cross-section uncertainties in the bRPV grid
are of a similar magnitude, varying between 15-30% across the grid, with val-
ues around the exclusion limit around 15-25%. The mSUGRA uncertainties
range from 15-50% with typical values around the expected exclusion in the
region of 15-30%.
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Table 10.9: Cut-flow for the selection defining the loose signal region after
baseline event selection showing expected Standard Model backgrounds and
data. Background estimates are from simulations with scale factors applied
to top, W+jets and Z+jets, except for the final estimate of multijet events
that is obtained by a data-driven method described in the QCD background
section. The uncertainties are statistical only.

After cut 1 τ ∆φmin Emiss
T mT HT

W+jets 10316± 297 5940± 179 2394± 75 97± 18 3.1± 0.6
Top 3050± 173 1956± 125 702± 45 78± 23 3.9± 1.0
QCD 255± 53 24± 18 5.1± 3.1 0.6± 0.2 1.12± 0.49
Z+jets 911± 77 430± 63 159± 31 72± 20 1.9± 0.6
Di-boson 44± 2 30± 2 15± 1 4.5± 0.5 0.47± 0.18
Total SM 14576± 356 8381± 228 3275± 93 252± 35 10.5± 1.4
Data 14629 8353 3187 224 12

Table 10.10: Cut-flow for the selection defining the tight signal region after
baseline event selection showing expected Standard Model backgrounds and
data. Background estimates are from simulations with scale factors applied
to top, W+jets and Z+jets, except for the final estimate of multijet events
that is obtained by a data-driven method described in the QCD background
section. The uncertainties are statistical only.

After cut 1 τ ∆φmin Emiss
T mT HT

W+jets 10316± 297 5940± 179 408± 13 19.8± 3.0 0.73± 0.20
Top 3050± 173 1956± 125 89± 6 9.9± 3.1 0.82± 0.33
QCD 255± 53 24± 18 0.1± 0.1 0.1± 0.1 0.23± 0.10
Z+jets 911± 77 430± 63 24± 6 14.8± 4.1 0.42± 0.15
Di-boson 44± 2 30± 2 3.5± 0.5 1.3± 0.3 0.16± 0.09
Total SM 14576± 356 8381± 228 525± 15 46± 6 2.36± 0.44
Data 14629 8353 532 44 3
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 [GeV]τ
Tm

0 100 200 300 400 500 600

E
ve

nt
s 

/ 2
5 

G
eV

-110

1

10

210

310

410
ATLAS

-1 = 8 TeV,  20.3 fbs

Data 2012 Standard Model
Multijets W+jets

Z+jets Top Quarks

Dibosons
=400 GeV

1/2
=800, m0mSUGRA - m

 = 30β = 60 TeV tan ΛGMSB - 
=600 GeV

1/2
=600, m0bRPV - m

 [GeV]τ
Tm

0 100 200 300 400 500 600

D
at

a/
S

M

0.5
1

1.5

(c) Tight signal region – mT

 [GeV]TH
200 400 600 800 1000 1200 1400 1600

E
ve

nt
s 

/ 5
0 

G
eV

-110

1

10

210 ATLAS
-1 = 8 TeV,  20.3 fbs

Data 2012 Standard Model
Multijets W+jets

Z+jets Top Quarks

Dibosons
=400 GeV

1/2
=800, m0mSUGRA - m

 = 30β = 60 TeV tan ΛGMSB - 
=600 GeV

1/2
=600, m0bRPV - m

 [GeV]TH
200 400 600 800 1000 1200 1400 1600

D
at

a/
S

M

0.5
1

1.5

(d) Tight signal region – HT

Figure 10.28: Distributions of the final two variables defining the signal re-
gions with all selections, but the variables plotted, applied. The uncertainties
shown are statistical only.

10.6 Results and Interpretations
Tables 10.9 and 10.10 show the background estimates, obtained as described
in the previous section, for the Standard Model backgrounds compared with
the number of events observed in the data in the loose and tight signal regions
respectively. Good agreement between data and estimated Standard Model
background is observed at all stages of event selection, even where different
background processes are dominant.

The two final kinematic distributions defining the signal regions, mT and
HT, are shown in Figure 10.28 with all other selections applied. No excess
with respect to the observed Standard Model background is seen, and the
detailed breakdown of the background contributions, including systematic
uncertainties, are shown in Table 10.11. Both signal regions have a slightly
larger fraction of tt̄ and W+jets events with a true rather than fake τ : 57%
and 54% of the expected events, respectively, contain a true τ . The Z+jets



10.6. RESULTS AND INTERPRETATIONS 179

Table 10.11: Signal region background expectations, observed data and 95%
CL upper limits on contributions from new physics.

– Loose SR Tight SR
Multijet 1.12± 0.49 +1.27

−1.12 0.23± 0.10± 0.24
W + jets 3.13± 0.57± 1.10 0.73± 0.20± 0.69
Z + jets 1.89± 0.56± 1.58 0.42± 0.15± 0.14
Top 3.87± 0.99± 1.62 0.82± 0.34± 0.46
Diboson 0.47± 0.18± 0.16 0.16± 0.10± 0.09
Total background 10.5± 1.4± 2.6 2.4± 0.4± 0.8
Data 12 3
Obs (exp) limit
on signal events 11.7 (10.1+3.6

−2.6) 5.9 (5.3+1.8
−1.3)

Obs (exp) limit on
vis. cross section (fb) 0.58 (0.50) 0.29 (0.26)
Discovery p-value
p(s = 0) 0.37 0.37

contribution, however, consisting mainly of Z-bosons decaying to neutrinos,
has an expectation of more than 90% of the events containing a misidentified
τ in both regions.

The total estimated background in the loose signal region, including sys-
tematic uncertainties, is 10.5± 1.4± 2.6, while 12 events are observed in the
data. The corresponding numbers for the tight signal region is a background
expectation of 2.4 ± 0.4 ± 0.8 with 3 events observed in the data. In both
signal regions the observed data is consistent with the background only ex-
pectations and 95% CL limits are therefore set on contributions from new
physics processes. Event displays for the three data events in the tight signal
region are shown in Figure B.10.

Model independent upper limits set using 10 000 toy Monte Carlo pseudo
experiments and the CLS criterion are shown in Table 10.11. The observed
95% CL upper limits on the signal region contributions from new physics are
11.7 and 5.9 events in the loose and tight signal regions respectively. This
corresponds to an observed limit on the visible cross section of 0.58 fb and
0.29 fb in the two regions. In both regions a discovery p-value, that is the
p-value under the background only hypothesis, of 0.37 is obtained.

In addition to the model independent limits, the results are interpreted
in context of GMSB, mSUGRA and bRPV. From the signal region expecta-
tions of the various models shown in Figure 10.29, along with the background
and signal uncertainties discussed in the previous section, 95% CL limits are
set on the GMSB, mSUGRA and bRPV model parameters in the parameter
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(c) Loose SR - mSUGRA
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Figure 10.29: Signal expectations for the two signal regions for the three
grids investigated in the analysis.

planes investigated. The limits, shown in Figure 10.30, are obtained using
the Asymptotic approximation with the CLS criterion and the Profile like-
lihood test statistic, as described in Section 8.10. Correlations between the
uncertainties for the various background contributions and the signal are ac-
counted for by introducing common nuisance parameters in the Likelihood
function. Figure B.11 shows the obtained expected and observed CLs values
across the three considered grids.

In Figure 10.30 the dashed black line indicates the expected exclusion
reach with the yellow band representing the 1σ statistical and systematic
uncertainty on the expected background and signal contributions. The solid
red line shows the observed exclusion obtained from the observation made
in the data. Around the observed limit the effect of shifting the theoretical
uncertainty on the signal cross-section according to its uncertainty is shown
by the dotted red line. The same conventions are used for other model
dependent exclusion limits included in this work.

The limits are seen to agree with the expected exclusion reach obtained
using a simplified significance measure in Figure 10.9. The limit obtained
from the tight signal region alone is seen to be a significant improvement
compared to the combined exclusion limit of the 7 TeV analysis, with a typ-
ical improvement in the exclusion reach in Λ of about 5 TeV in the GMSB
model. The results is also a significant improvement on the preliminary re-
sults published on the same dataset as seen in Figure B.12. Typical expected
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Figure 10.30: 95% CL upper limits on the GMSB, bRPV and mSUGRA
signal grids.
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Table 10.12: Selections defining the 2τ analysis channel signal regions.

Requirement Inclusive SR bRPV SR GMSB SR nGM SR

Trigger selection pjet1
T > 130 GeV, pjet2

T > 30 GeV
Emiss

T > 150 GeV
Taus N loose

τ ≥ 2
pT > 20GeV

Light leptons Nbaseline
` = 0

Multijet rejection ∆φ(jet1,2, p
miss
T ) ≥ 0.3

mτ1
T +mτ2

T [GeV] > 150 250
H2j

T [GeV] > 1000 600
Njet ≥ - 4

GMSB 95% CL exclusion values are improved by almost 10 TeV compared to
the previous one tau analysis result. The maximal observed exclusion reach
is seen to be around 62 TeV compared to 56 TeV previously. Furthermore,
values of Λ below 47 TeV are excluded at 95% CL independently of tan β.

The strongest exclusions at high m1/2 values in both the mSUGRA and
bRPV grids are achieved in the tight signal region. There, maximal observed
exclusion values at 95% CL 580 GeV and 630 GeV for bRPV and mSUGRA
respectively. The loose signal region provides the strongest exclusions at low
m0. An observed exclusion of around 750 GeV in m0 is reached at values of
m1/2 close to 400 GeV in bRPV. In mSUGRA m1/2 values below 280 GeV
are excluded for m0 values up to 6 TeV by the loose signal region.

However, to fully benefit from the orthogonal design of the analysis chan-
nels, the results from the individual channels are combined and upper limits
on the signal models are derived by combining the individual analysis chan-
nel results. The following sections will briefly describe the results of the other
analysis channels.
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Figure 10.31: Signal region kinematic distributions in the 2τ analysis [4].

10.7 Combining Search Channel Results

The other analysis channels, are as in the 7 TeV analysis, defined by the
presence of at least two τ leptons, or a τ in addition to an electron or muon.
For each of these three final states four signal regions are defined, targeting
the range of main kinematics observed in the GMSB, mSUGRA, bRPV and
nGM signal model grids. This means that the full analysis consists of a total
of 14 independent signal regions, all targeting strongly produced SUSY with
τ lepton final states.

All the analysis channels share a similar structure to the one τ channel de-
scribed in the previous section, with the main selections performed on Emiss

T ,
HT and jet multiplicity variables. Table 10.12 shows the selections defining
the 2τ signal regions. Except for the selection of two loose τ leptons and an
additional requirement on the number of jets, the 2τ signal regions are based
on selections on the same variables as in the one τ analysis – jet and Emiss

T
trigger selections; light lepton veto; ∆Φ(jet, Emiss

T ) for multijet rejection and
signal selection using the transverse mass and H2j

T . The only subtle differ-
ences are that the sum of the transverse mass of the two τ leptons is used,
in addition to only the two leading jets going into the calculation of the H2j

T
variable. Figure 10.31 shows the kinematic distributions of the three last
variables used to define the signal regions. Good agreement within the indi-
cated statistical uncertainties is observed between the estimated backgrounds
and the observed data.

The selections defining the τ+lepton signal regions are shown in Table
10.13. Unlike the other two search channels, the event selection here is based
on a single lepton trigger. The trigger requirement therefore requires an
isolated lepton with pT > 25 GeV. The remaining event selection is similar
to the other two channels, except that the light lepton is used to calculatemT,
and a selection onmeff replaces theHT selection in the other channels. Figure
10.32 shows the final kinematic distributions defining the signal regions in t
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Table 10.13: Selections defining the τ+lepton signal regions.

GMSB SR nGM SR bRPV SR mSUGRA SR

Trigger selection p`T > 25 GeV
Taus N loose

τ ≥ 1
pT > 20GeV

Light leptons N signal
` = 1, Nbaseline

other lep = 0
Multijet rejection m`

T > 100 GeV
meff [GeV] > 1700 - 1300 -
Emiss

T [GeV] > - 350 - 300
Njet ≥ - 3 4 3

τ+lepton analysis channels. In general, good agreement is observed between
the estimated background distributions and the data within the statistical
uncertainties.

Table 10.14 compares the expected Standard Model background contribu-
tions and observed data in these signal regions. The observed data is overall
seen to be in good agreement with the background only expectations. The
most notable deviations between the expected background and the observed
data are seen in the τ+e nGM and τ+µ bRPV signal regions. In the τ+e
nGM the background expectation is 4.3 ± 0.9 ± 2.0, while 8 events are ob-
served in the data corresponding to a discovery p-value of 0.15. An expected
background contribution of 2.5 ± 0.6 ± 1.0 events and 7 events observed in
data yields a discovery p-value of 0.04 in the τ+µ bRPV signal region. Con-
sidering the large number of signal regions investigated in the analysis, this
observed deviation between the data and the expectation from background
processes alone does not constitute a significant indication of new physics
contributions. By construction, an experiment is expected to yield a dis-
covery p-value ≤ 0.05 in one out of every 20 experimental trials, given that
the background only (null) hypothesis is true. Similarly, the probability of
observing at least one deviation beyond the 95% CL in 14 statistically inde-
pendent signal regions, not considering any systematic correlations, assuming
the background only hypothesis is 51%.

In addition to the lack of global statistical significance, the deviations are
not seen in the signal regions aimed at similar final state kinematic signatures.
For example, while there is an excess in the observed data in the τ+µ bRPV
signal region there are, albeit small and well within one sigma, deficits in
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Figure 10.32: Kinematic distributions defining the signal regions in the
τ+lepton analyses [4].
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Table 10.15: Overview of the signal regions used to make the combined
limits.
Combined limit 1τ SR 2τ SR τ+lepton SR
GMSB Tight GMSB GMSB
bRPV Tight bRPV bRPV
nGM - nGM nGM
mSUGRA Tight - mSUGRA

the observed data with respect to the background only expectation in the
τ+e and 2τ bRPV signal regions. Likewise, the deviations are not seen only
within one of the analysis channels, possibly indicating a preferred final state
particle content of the hypothesised Supersymmetric signal, either through
the model flavour, preferred decays and branching ratios or mass hierarchies.
In the case of the light lepton mainly originating from a τ decay in the signal
models we would also expect similar observed excesses in the 2τ analysis
channel. However, the two largest observed excesses are observed in signal
regions targeting different final state kinematics (nGM and bRPV signal
regions) and different final state particle content (τ+µ and τ+e), lending
support to the interpretation of the deviations as statistical fluctuations of
the background processes.

Since no significant excess is seen across the signal regions 95% CL upper
limits are set in the GMSB, mSUGRA, bRPV and nGM grids by combining
results from the four search channels. Like for the 1τ channel in the previous
section information on the background and signal yields and systematics
across the four grids are included in a total likelihood for the four channels.
Table 10.15 shows the signal regions, one from each analysis channel, used to
construct the combined limit. For the combined result for the mSUGRA and
nGM grids no signal region from the 1τ and 2τ search channels respectively
are included in the total likelihood due to lack of sensitivity to these models.
Where possible, the complementarity of the search channels are exploited
by combining signal regions with different regions of sensitivity resulting in
the strongest expected combined exclusion. The individual contributions to
the combined limit can be seen in Figure 10.33. In particular the combined
exclusion in the mSUGRA and bRPV signal grids are seen to benefit from
the complementarity of the specific signal regions at low m0 and m1/2 in
particular.

The HistFitter package [181] was used to construct the exclusion limits
using the Asymptotic approximation along with the CLS criterion and the
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Figure 10.33: Individual 95% CL upper limits on the GMSB, bRPV and
mSUGRA signal grids.



10.7. COMBINING SEARCH CHANNEL RESULTS 189

(a) squark-pair production (b) gluino-pair production

Figure 10.34: Decay topologies in simplified model with two-step decays and
a slepton in the decay chain. In the model interpretation presented here the
slepton is a τ̃ .

Profile Likelihood test statistic. Generator systematics and the luminosity
uncertainty are taken to be fully correlated between the analysis channels,
while all other systematics are treated as uncorrelated. Correlations between
background and signal uncertainties are also taken into account. The effects
of different choices for the treatment of nuisance parameter correlations were
investigated, with results generally found not to be very sensitive to the
selected treatment.

The final combined exclusion limits obtained in the four signal grids can
be seen in Figure 10.35. Looking at the conservative estimate of the ob-
served exclusion corresponding to the signal cross section shifted downwards
according to its theoretical uncertainty, a lower limit on the SUSY breaking
scale Λ of 63 TeV is determined independent of the value of tan β for the
GMSB model. For tan β > 20 the limit on Λ increases to 73 TeV, which cor-
responds to excluding gluino masses below about 1.6 TeV in this model. For
the mSUGRA model, values of m1/2 up to 640 GeV are excluded for low m0,
while for m0 > 2 TeV values of m1/2 up to 300 GeV are excluded. For the
bRPV model values of m1/2 up to 680 GeV are excluded for low m0 while for
m1/2 = 360 GeV the exclusion in m0 reaches 920 GeV. In the interpretation
of the nGM model gluino masses below 1090 GeV are excluded independent
of the τ̃ mass. These results are seen to be significant improvements, both for
the individual analysis channel exclusions and the combined limits, on the
preliminary ones published in [2] using the same dataset. The preliminary
results are shown in Figure B.12.

In addition to interpreting results in the GMSB, mSUGRA, bRPV and
nGM models in [4], the results obtained in the analysis was presented in
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(e) squark-pair production [5]
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(f) gluino-pair production [5]

Figure 10.35: 95% CL upper limits on the GMSB, bRPV and mSUGRA
signal grids and the two-step simplified model with pair production of squarks
and gluinos.
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papers summarising the findings of all run I searches for strongly produced
supersymmetry [5], and re-interpreted in the context of pMSSM [6]. Inter-
pretations were made in two simplified models where pairs for squarks or
gluinos are produced and decay into a neutralino LSP in two steps, as shown
in Figure 10.34. To ensure τ content in the final state the decay was forced
to be via a τ̃ . Results from the 1τ and 2τ analysis channels were combined
to obtain the final limit in these grids. For the 1τ analysis channel the loose
signal region was found to be the most performant, while the nGM signal re-
gion resulted in the strongest limits for the 2τ analysis channel. The limits
obtained when combining these two signal regions are shown in Figure 10.35.
For the squark-pair production grid the observed exclusion reaches a maxi-
mal neutralino mass of about 270 GeV and a maximal squark mass of around
850 GeV. The corresponding values for the gluino-pair production model is
a maximal exclusion in LSP masses up to about 480 GeV and gluino masses
of 1220 GeV.





Chapter 11

Conclusions and Analysis
Context

The searches presented here constitute the final results on searches for
strongly produced SUSY in τ final states using data collected during the
first LHC run period. As observations were in agreement with the Standard
Model only expectations, stringent limits were set on new physics contribu-
tions and selected supersymmetric models. Despite the strong limits set by
this search alone, it is important to consider the analysis in context of the
broader SUSY search programme, both within ATLAS and particle physics
in general. Care should also be taken in interpreting the search results and
their implications on the viability of SUSY as a whole.

Figure 11.1 shows a comparison between a selection of ATLAS analyses
interpreted in the four supersymmetric models investigated in the analysis
presented here. The strong production τ analysis is seen to result in com-
petitive exclusion reaches in all the models compared – in particular for high
tan β in GMSB and at low m0 in both the R-parity conserving and violating
mSUGRA models. These regions exemplify the particular targeted SUSY
scenarios of large jet activity and enhanced τ content. Going towards higher
tan β in GMSB yields more events with a τ . Similarly, the enhanced reach
of the SS/3L analysis reach at low tan β is due to the ˜̀ replacing the τ̃ as
the NLSP in this region resulting in enhanced decay into light leptons. In
the mSUGRA grid the analysis exclusion reach is relatively strong compared
to other analyses particularly at low m0 where the τ̃ is the NLSP, resulting
in τ final states.

Even though the exclusions in Figure 11.1 appear to be largely overlap-
ping it is important to keep in mind that complementary information is often
gleaned even by searches of similar exclusion reach for a given model. Tak-
ing the GMSB results of Figure 11.1 as an example, where similar exclusion
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Figure 11.1: 95% CL upper limits on the GMSB, bRPV and mSUGRA signal
grids for the most sensitive ATLAS searches [5].

power is seen in the two analyses, but the events selected by the two analyses
are largely of distinct categories. When going towards higher values of Λ in
the GMSB model plane, weak production of supersymmetric events start to
be the dominant production mode. These events have very different detec-
tor signatures and kinematic properties from the strongly produced events
the τ analysis is aimed at. The SS/3L analysis sensitivity, however, has a
significant contribution from such events. As is seen from Figure 11.2 the
overlap between the two analyses is only 51% for selected pMSSM events. In
this way, similar exclusion reaches in a model can be obtained by analyses
sensitive to widely different SUSY phenomenologies. Care should as such be
taken in using exclusion reach in a specific model as a figure of merit when
comparing analysis results, as the results do not necessarily generalise to a
generic signal process or SUSY model.

The ATLAS SUSY search programme is rich with analyses designed to
cover the wide range of possible phenomenologies of supersymmetric theory.
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Figure 11.2: Complementarity between searches for Supersymmetry in AT-
LAS [6]. The figure shows the percentage of model points excluded by a
given search also excluded by another.

For example, direct searches are constructed to target specific production
modes, sparticle mass spectra and branching fractions in both full and sim-
plified SUSY models with varied detector signatures. Figure 11.2 shows the
overlap between a selection of these analyses given as the percentage of model
points excluded by a given analysis that is also excluded by another. It is
clear that many of the analyses have significant overlap with the very in-
clusive 0-lepton search that benefit from the generic SUSY signature that is
searched for. More targeted final states will, however, increase the sensitiv-
ity to more specialised corners of SUSY parameter space, such as very τ rich
signals. In general little overlap is seen between the electroweak and strong
production analyses, as is expected from how these are constructed. Highly
specialised searches for long-lived sparticles, disappearing tracks and super-
symmetric Higgs bosons are seen to have little overlap with other searches.
For the analysis presented here the largest overlap is seen to be with the
0-lepton and 1-lepton searches, while overlap with other analyses is signifi-
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Figure 11.3: Summary of searches for Supersymmetry in ATLAS exemplified
by the model dependent observed 95% CL lower limits on sparticle masses
obtained in the respective searches [182].

cantly lower. Around 90% of the models excluded by the τ analysis are also
excluded by the 0-lepton and 1-lepton searches.

Results presented as the maximal sparticle mass excluded of the same
searches are shown in Figure 11.3. The results presented here yield a max-
imal gluino mass exclusion of 1.6 TeV at high tan β in the GMSB model
plane. Again, one should be careful not to interpret these as general limits
on sparticles masses – in addition to being highly model dependent, the ob-
tained exclusion reach in sparticle masses depend strongly on the sparticle
properties, such as the mass splitting between the initial sparticle produced
in the collision and the LSP and preferred decay modes.

Although the data collected in the period 2010-2012 did not reveal any
signs of new physics beyond the Standard Model, important steps towards
constraining natural supersymmetric models have been taken. In addition
to null results of direct searches for sparticles at colliders, precision measure-
ments of rare processes in flavour physics, and measurements of the Higgs Bo-
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son properties further limit the room for possible contributions from physics
beyond the Standard Model. Through these precision measurements proper-
ties of new physics, even at energy scales beyond the reach of searches, can be
inferred and probed to provide both limits and possible hints towards physics
beyond the Standard Model. This interplay between searches and precision
measurements will continue in the second run period of the LHC, which
will see almost a doubling of the centre of mass collision energy and more
than a tenfold increase in the amount of collected data expected. This could
open the doors towards discovery of new particles previously too massive or
rarely produced to be seen, or further push the boundaries of supersymmet-
ric theory and put natural SUSY models to a stringent test. In doing so
the experience, expertise, know-how along with methods and techniques ob-
tained and developed through the first LHC run period will be invaluable,
and important lessons will be learned about possible beyond the Standard
Model physics.





Part III

Searching for WIMP Dark
Matter with CTA





Chapter 12

Searching the Skies for
Dark Matter

The first part of this thesis concerned searches for supersymmetric dark mat-
ter produced in the laboratory through collider experiments. An alternative,
and largely complementary approach to searching for dark matter is so-called
indirect detection experiments. These experiments aim to detect remnants
of naturally occurring dark matter through decay, or annihilation, products
of the as of yet unobserved type of matter. The decay products could be neu-
trinos, electrons, protons, photons or other Standard Model particles, with
several existing experiments tailored to observe one of these dark matter
remnants. One virtue of such experiments is that they are potentially sen-
sitive to very high mass dark matter candidates, where collider experiments
are limited by the collision energies obtained. Furthermore, there is gener-
ally little model dependence in the signatures searched for, and consequently
in the obtained results as well. The following chapters are dedicated to dis-
cussing the prospect of discovering WIMP dark matter at the next generation
gamma-ray observatory – the Cherenkov Telescope Array.

The Cherenkov Telescope Array will be the latest installment in Imaging
Atmospheric Cherenkov Telescopes (IACTs) that are based on the detection
of Cherenkov light emitted when gamma-rays hit the atmosphere. It aims
to significantly improve upon the performance of current experiments such
as VERITAS in the U.S, MAGIC in the Canary Islands and HESS situated
in Namibia. Chapter 13 will introduce both the scientific objectives of the
experiment and outline the experimental design.

There are several ways of producing gamma-rays from the annihilation
of WIMP dark matter, each resulting in distinct energy distributions of the
resulting photons. Figure 12.1 exemplifies such annihilation diagrams for a
supersymmetric WIMP, whereas analogous diagrams would occur in other
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Figure 12.1: Neutralino annihilation diagrams to Standard Model particles.

beyond the Standard Model theories with WIMP dark matter candidates.
Although these final states do not produce photons directly, the standard
model decay products frequently produce neutral pions through hadronisa-
tion or interactions with matter. These pions in turn decay into photons
that exhibit a continuous energy distribution. In addition bremsstrahlung
photons in annihilations into electrically charged final states will also re-
sult in photons with a continuous energy distribution. At one-loop level,
however, annihilations of the form χχ → γγ, as shown in Figure 12.2, and
χχ→ Zγ are allowed. Again taking the supersymmetric neutralino as an ex-
ample WIMP. These annihilation processes would provide a "smoking-gun"
signal for WIMP dark matter as the photons produced would be monochro-
matic – which is not easily mimicked by astrophysical background processes
producing photons.

Chapter 14 presents an evaluation of the sensitivity of Cherenkov Tele-
scope Array (CTA) in a model-independent search for monochromatic
gamma-rays from WIMP dark matter annihilations. The analysis focuses
on the Galactic Centre region, since this constitutes the largest nearby con-
centration of dark matter. Furthermore, since no astrophysical processes
are expected to yield monochromatic gamma photons, the analysis is not
expected to be overly sensitive to uncertainties related to the gamma ray
background from sources in the Galactic Centre region.
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Figure 12.2: One-loop neutralino annihilations to photons.





Chapter 13

The Cherenkov Telescope
Array

The Cherenkov Telescope Array (CTA) will provide valuable physics results
in a wide range of areas within astrophysics and fundamental physics as
it explores the universe in high energy gamma-rays. Among its aims is to
study the origin of cosmic rays by observing both galactic and black hole
particle accelerators through studies of extragalactic gamma rays, as well as
aiming to address fundamental physics questions by searching for remnants
of dark matter. The information in this chapter is primarily taken from [183]
where a more thorough description of both the science case and design of the
experiment can be found.

13.1 Science and Performance Objectives
The design goals of CTA include increasing the sensitivity of deep observa-
tions around 1 TeV by about an order of magnitude, while the large detection
area and improved angular resolution will allow for observations of faint and
short lived phenomena as well as resolving the details of extended sources.
Additionally, the large detection area makes an energy coverage ranging from
O(10 GeV) to O(100 TeV) possible. To achieve these goals and provide full
sky coverage CTA consists of two sites – a main site in the southern hemi-
sphere, and one in the northern hemisphere. The site in the southern hemi-
sphere is the one responsible for observing the central region of the galaxy,
while the northern site is dedicated to astrophysics studies. Furthermore,
CTA will be an open observatory, making pre-processed versions of its data
publicly available.

Gamma-ray energy photons are too energetic to be produced thermally by
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Figure 13.1: Array configuration used in Monte Carlo simulations. The array
consists of three different telescope sizes, LST (red), MST (black), and SST
(green). Key parameters for the telescopes are given in Table 13.1.

hot objects, but are rather produced either by relativistic particles interacting
with matter and electromagnetic fields, or by decays or annihilations of new,
heavy particles such as dark matter. The appealing aspect of observing
gamma-rays is that, unlike cosmic rays, their origin can be traced, as the fact
that they are electrically neutral means they are not influenced by interstellar
magnetic fields. In other words, the source of high energy particles can be
determined through observing the gamma-rays produced by the cosmic rays.

Rather than being observed directly, the gamma-rays are reconstructed
from the light that is emitted as the gamma-ray traverses the earth’s at-
mosphere. As the gamma-rays hit the atmosphere secondary showers of
particles are induced. The speeds of the particles in the shower are higher
than the speed of light in the air and the particles therefore emit Cherenkov
radiation. By measuring the Cherenkov light on the ground both the en-
ergy and direction of the initial gamma-ray can be reconstructed. The large
sensitive area allowed for by using an array of telescopes means that much
lower fluxes at higher energies can be studied compared to what is possible
with satellite-based detectors. The energy range covered by CTA is there-
fore largely complementary to that of satellite-based experiments, such as
Fermi-LAT, while at the same time extending to higher energies and im-
proving upon the sensitivity and angular resolution of current ground-based
telescopes (HESS, MAGIC, VERITAS, etc.).
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13.2 Experimental Design
This thesis focuses on searches for dark matter in the Galactic Centre region.
For this purpose the telescope array situated at the southern site, which has
full energy coverage, is most relevant. The main characteristics of this array
and its constituent telescopes will be outlined in the following section.

Array Layout

The ideal layout of the CTA telescope array depends on the photon energy
under consideration and requires different considerations to be taken into ac-
count. At low energies, below ∼ 100 GeV, event rates are high, meaning that
systematic uncertainties are the limiting factors in the sensitivity achieved.
The high event rates allow the area of the array relevant for this energy regime
to be small. By using a few large telescopes, rather than many small ones,
to cover this energy range the low light yields of low energy gamma-rays can
be efficiently collection. At intermediate energies (O(100 GeV)−O(10 TeV))
medium sized telescopes are deployed with a spacing of about 100 m [183].
The higher number of medium sized telescopes with respect to current ex-
perimental facilities ensures increased sensitivity both due to the increase
in the area covered, as well as better shower reconstruction as showers are
usually simultaneously measured by multiple telescopes. At high energies,
above ∼ 10 TeV, the main factor limiting sensitivity is the gamma-ray flux,
making a large instrumented area necessary to combat the low number of
gamma-rays collected. The light yield, on the other hand, is large due to
the high energy of the gamma-ray. This means that a suitable choice for
detecting such gamma-rays are many small telescopes deployed with a wide
spacing (100-200 m) [183].

The array used for simulating the detector response in the study presented
here is shown in Figure 13.1. It consists of 63 telescopes of three different
types. This array is referred to as configuration 2A. The core of the array
consists of four Large Size Telescopes (LST) of 24 m diameter. Surrounding
these are 24 Medium Size Telescopes (MST) of 12.3 m diameter. LST and
MST are the main contributors to the sensitivity in the energy range relevant
for dark matter searches. In addition to these telescopes there are 35 Small
Size Telescopes (SST) of 7.4 m diameter spread out over a area close to 3
km2 to increase the high energy capability of the array.
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Table 13.1: Key figures for the three telescope sizes and cameras used in the
simulated array [184] .

LST MST SST
Diameter (m) 24.0 12.3 7.4
Dish shape Parabolic Davies-Cotton Davies-Cotton
Mirror area (m2) 412 100 37
Focal length (m) 31.2 15.6 11.2
Field of view (deg) 5 8 10
Number of pixels 2841 1765 1417
Pixel field of view (deg) 0.09 0.18 0.25

Telescope Characteristics

The main performance measures of a Cherenkov telescope is its ability to
collect light, resolve image details and the size of the area observed by the
telescope. The former depends on the telescope’s mirror area, and on the pho-
ton collection efficiency of the PMTs of the telescope camera. Furthermore, it
is necessary for the telescope triggering system to reject background photons
during operation, in addition to being able to distinguish between gamma
and cosmic-ray (excluding electrons) induced showers at analysis level. Key
figures for the different telescope types are presented in Table 13.1 and will
be introduced in the following.

The telescopes’ field of view (FOV) is particularly important for the small
telescopes, necessary for detection of high-energy gamma-rays, due to how
widely they are spaced. A large field of view also allows for studies of ex-
tended sources, sky surveys and simultaneous study of multiple sources. The
obtained FOV is limited by the number of detector pixels and read-out chan-
nels required, along with technical and mechanical difficulties of the optics
of the telescope. The best imaging at large FOV using a single mirror is ob-
tained using a Davies-Cotton [185] or elliptical dish geometry. These geome-
tries introduce time dispersion of the measured light, which has detrimental
effects on the trigger performance, effectively limiting dish sizes to less than
15 m [183].

Although the pixel size is primarily limited by cost considerations it
also affects the trigger implementation. Unlike for large pixels, low-energy
gamma-ray showers imaged with small pixels could have gaps between pixels
with above-threshold deposits, making simple topological triggers inapplica-
ble [183]. The pixel size is chosen to be smallest for the large telescopes and
increasing with diminishing telescope sizes. This allows low-energy showers,
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mainly detected by the large telescopes, to be measured with high resolution
at the same time as the number of night-sky background photons in each
pixel is reduced. At high energies, where large FOVs are required, the de-
crease in resolution from the larger pixels is offset by the increased energy
deposit by the shower photons, and the elongation of the shower images due
to increased impact distances [183]. An important component of the image
analysis is the shape and timing information of the recorded signal. By using
this information, backgrounds from hadronic showers and secondary muons
can be better distinguished from gamma-ray induced signals [186]. Further-
more, it allows variable signal integration windows to be used, thus reducing
the noise from night-sky background photons in the image, as was done in
MAGIC analyses [187].

The envisioned triggering system of the array needs to take into account
coincidences between the individual telescopes in order for the data rate to be
manageable. There are several possible implementations that could achieve
this – ranging from each telescope triggering separately and looking for trig-
ger coincidences between neighbouring telescopes, to using pixel level infor-
mation from collections of telescopes to make the trigger decisions. While the
former approach limits the energy threshold of the experiment, the latter al-
lows for a lower threshold at the cost of introducing additional complexity to
the system. The structure of the trigger would as such be hierarchical, where
the first trigger level is based on pixels or collections of pixels, before image
topology and finally array topology is taken into account [183]. Another im-
portant consideration is the speed of the triggering system. The array-wide
triggering decision must be made within ms to µs to avoid deadtime caused
by storage of telescope trigger information [188]. A fast approach would in-
volve local trigger decisions based on information from neighbouring groups
of telescopes, to a centralised decision based on the full array that would
be slower, but highly flexible. Finally, the trigger should be software based
to allow for easy customisation as the various operational modes required
for the wide range of scientific objectives of the experiment require different
triggering strategies. The southern array trigger rates are expected to be of
O(10kHz), with data rates in the range O(100MB/s) - O(1000MB/s) [188].
The lower bound on the data rate corresponds to a integrated signal over
a short time window (15 ns), while for the upper bound the signal shape is
sampled (at 1 GHz) over the same time window for all pixels.

In the following the expected response of CTA to gamma-rays hitting the
atmosphere is taken from CTA Monte Carlo simulations [184]. The detector
response derived from the simulations were optimised for 5 and 50 hours
observation times, respectively, of a point source with a zenith angle of 20
degrees. The energy resolution and effective area from the simulations are
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given in a binned format, with 21 energy bins uniformly distributed on a
log scale from 16 GeV to 160 TeV. Figure 13.2 shows the relative energy
resolution and effective collection area for the considered southern site array.
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Figure 13.2: Simulated CTA response from [184] for 50 hour observation
time. The red line shows the fit of two Gaussians to the effective area (top)
described in the text.



Chapter 14

Sensitivity to WIMP DM
Annihilating to a Photon Pair

The Galactic Centre has the highest concentration of dark matter in our
galaxy, and is therefore a natural choice as the target region for a dark
matter search. The presence of other gamma ray sources in the Galactic
Centre is, however, a great challenge for most searches. In searching for a
line emission, the background from other sources is less of an issue due to the
characteristic shape of the signal that is searched for with respect to typical
astrophysical backgrounds. An overview of the gamma-rays originating from
the Galactic Centre can be found in [189] and [183]. These emissions are
a complex mixture of extended and point sources and consist of gamma-
rays produced by various astrophysical mechanisms. Although the Galactic
Centre activity is not yet fully understood, experiments such as Chandra,
HESS and INTEGRAL and others have greatly increased our knowledge of
the Galactic Centre.

14.1 Modelling of Background and Signal
The Galactic Centre is located at a distance of approximately 8 kpc and is
about 600 pc × 300 pc in size, corresponding to ∼ 4◦ × 2◦ in galactic co-
ordinates. It is dominated by a super-massive black hole with an estimated
mass of 4 × 106M� [189]. It also contains a radio source Sgr A∗, X-ray bi-
naries, supernova remnants, dense molecular clouds, stellar clusters of young
stars, pulsar wind nebulae and hot gas. Coupled with intense gravitational
and magnetic fields it paints a picture of an intricate region where there are
ample mechanisms for producing and accelerating particles. HESS is the
experiment that has provided most of the information on the very high en-
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ergy gamma-rays from the Galactic Centre that is relevant for CTA. Among
other things it located a constant, point-like source close to Sgr A∗ [190]
emitting radiation following a power-law spectrum. The source is thought
to originate from accelerated leptons or hadrons, but the mechanism of ac-
celeration remains unknown, and several alternative hypotheses have been
proposed [189]. Furthermore, HESS also observed a diffuse emission around
the Galactic Centre of unknown origin and production mechanism [191, 192].

Following [193] and the above discussion the background is modelled by
four components

dJBG
dE

= dJproton

dEdΩ + dJelectron

dEdΩ + dJHESS

dE
+ dJdiffuse

dE
, (14.1)

where ∆Ω is the solid angle spanned by our observational target area of the
Galactic Centre. The first term represents background from hadronic cosmic
rays; the second background from electron cosmic rays; the third the HESS
source J1745-290; the fourth the diffuse photon emission measured by HESS
in a |`| ≤ 0.8◦ and |b| ≤ 0.3◦ region around the Galactic Centre. These terms
are given by

dJproton

dEdΩ = 8.73 · 10−9 (E/TeV)−2.71 (GeV cm2 s sr)−1 (14.2a)
dJHESS

dE
= 2.3 · 10−15 (E/TeV)−2.25 (GeV cm2 s)−1 (14.2b)

dJdiffuse

dE
= 5.1 · 10−15 (E/TeV)−2.29 (GeV cm2 s)−1 (14.2c)

dJelectron

dEdΩ =

 1.17 · 10−11 (E/TeV)−3.0 (GeV cm2 s sr)−1, E ≤ 1 TeV
1.17 · 10−11 (E/TeV)−3.9 (GeV cm2 s sr)−1, E > 1 TeV

(14.2d)

The energy of the proton term is reduced by a factor 3 to take the reduced
Cherenkov light output from hadronic showers into account [194]. Also fol-
lowing [193], we have multiplied the observed diffuse photon emission flux
by a factor two as a conservative estimate on the extrapolation to our region
of Galactic Centre observation. Furthermore, the reconstruction efficiency of
protons is taken to be 1%, while for electrons and photons it is set to 80%
as in [193].

The signal is modelled with a single Gaussian peak,

Φsig(E) = Φse
−(E−mχ)2/2E2

res(mχ),

where mχ is the WIMP mass hypothesis, and thus the energy of the photon
from the annihilation, Eres(mχ) is the energy resolution found from the array
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Figure 14.1: Intrinsic spectra composing the considered background and the
Einasto and NFW Dark Matter profiles.

simulation described in Section 13.2, and Φs is a flux factor which is varied to
estimate the sensitivity for observing the signal. The width of the Gaussian
peak is set to the energy resolution of the detector, since the intrinsic energy
spread of the emitted photon is expected to be only ∼ 10−3 [195]. The energy
resolution at mχ = 100 GeV is ∼15% for the CTA array considered in this
analysis.

The observed signal flux for annihilation into two photons is related to
the annihilation cross section as [196]

Φ = 〈vσ〉
2πm2

χ

∫
∆Ω

dΩ
∫
line of sight

ρ2(s)ds,

where 〈vσ〉 is the thermally averaged annihilation cross section, ∆Ω is the
solid angle which is observed, ρ(s) is the dark matter density profile of the
target region and s is the coordinate along the line of sight. The density
profile of dark matter in the Galactic Centre is not well determined, since
neither observations nor numerical simulations have sufficient resolution, and
a number of proposed profiles are found in the literature, see e.g. [197, 198,
199]. The present analysis assumes the Einasto density profile [197]

ρ(r) = ρs exp
{
− 2
α

[(
r

rs

)α
− 1

]}
with

r =
√
s2 +R2

� − 2sR� cos ` cos b,
rs = 20 kpc and α = 0.17 [200]. Here ` and b are the galactic longitude and
latitude, respectively, R� = 8.5 kpc the distance from our solar system to the
centre of the galaxy, ρs is determined by setting ρ(R�) = 0.4 GeV/cm3 the
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Figure 14.2: Example observed signal and background spectra expected for
50 hours observation time with CTA assuming the intrinsic spectra shown in
Figure 14.1.

average dark matter density at distance R� from the Galactic Centre [201].
The integration along the line of sight runs over the range 0 < s < 150 kpc,
giving a total mass of the Milky way halo of ∼ 1.2 × 1012M� in agreement
with the measured mass [202]. Integration with the above factors yields for
the part of the signal flux that only depend on astrophysical quantities

J =
∫

∆Ω
dΩ

∫
line of sight

ρ2(s)ds = 8.28 · 1021 GeV2 cm−5.

Observed spectra are obtained by integrating the intrinsic spectra over
the given observational solid angle and time multiplied with the effective area
of the array. The effective area is parametrised by a fit of two Gaussians,
one centered at low and the other at high energy, as indicated by the red line
in Figure 13.2. The resulting observed spectra for 50 hours observation time
are shown in Figure 14.2. In Figure 14.3 curves indicating the signal cross
section where S/B = 1% and S/

√
B = 2 respectively are shown, where S is

the number of signal events within two standard deviations from the signal
peak and B is the background in the corresponding area.
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√
B for versus WIMP mass for different annihilation cross
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√
B = 2 curves for a selection of observation times.

14.2 Sensitivity to Gamma Line Emission
To estimate the sensitivity a sliding window approach is adopted. Expected
95% CL exclusions are calculated for 12 WIMP mass hypotheses, chosen to
have a linear spacing on a log scale, ranging from 40 GeV to 6 TeV. Pseudo
data are generated from the total observed background spectrum, without
any signal injected, within a window of three standard deviations of the
WIMP mass hypothesis tested. Within each window the background is as-
sumed to be well described by the product of a single power law and the
effective area. The hypothesis of single power law background only within
a window is then compared to hypothesis of an additional Gaussian signal,
as described in the previous section. The resulting model, f(x|α), has three
parameters (α) – the background normalisation and slope, and the signal
cross section. Expressing the full list of parameters in terms of the param-
eter of interest, µ, which is the signal cross section and the other nuisance
parameters as θ we have α = (µ,θ). The Poisson probability of observing n
events given a total number of expected events, ν, is taken into account by
the binned marked Poisson model

f(D|ν,α) = Pois(n|ν)
m∏
i=1

f(xi|α), (14.3)

describing the probability density of a dataset, D = {x1, . . . , xm}, running
over the m bins of the dataset. Throughout this work data is binned in 1
GeV bins.

The resulting binned extended likelihood function is then L(µ,θ;D) =
f(D|µ,θ). The maximum likelihood estimates are the values of the parame-
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Figure 14.4: Toy datasets from background only within ±3σ of the tested
mχ of 250 GeV (top), 1580 GeV(middle) and 6310 GeV(bottom). The solid
lines show the unconditional maximum likelihood fit of the three parameter
model described in the text to the toy data.
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Figure 14.5: Example test statistic distributions obtained from toy Monte
Carlo experiments for mχ of 2510 GeV and two signal strength hypotheses.
The hatched area indicates the integral corresponding to the p-value of the
signal+background hypothesis that is tested when calculating the signal ex-
clusion reach. The test statistic values used to calculate the expected p-value,
with uncertainty, and the "observed" p-value for one of the toy experiments
are also indicated.

ters maximising the likelihood function and are denoted by µ̂ and θ̂. Figure
14.4 shows maximum likelihood fits of this model to pseudo data for hypothe-
sised signal masses and signal strengths. Similarly, the conditional maximum
likelihood estimate, ˆ̂θ(µ), is the value of θ maximising the likelihood func-
tion for a given µ. Allowing the nuisance parameters to take on different
values for each ν is commonly referred to as profiling, and is used to define
the profile likelihood ratio

λ(µ) = L(µ, ˆ̂θ(µ))
L(µ̂, θ̂)

. (14.4)

To set an upper limit on µ we define the test statistic

qµ =

−2 lnλ(µ) µ̂ ≤ µ

0 µ̂ > µ
(14.5)

The expected level of agreement between data and the hypothesised µ-value
is quantified by the expected p-value

pµ =
∫ ∞
qmedian
µ

f(qµ|µ)dqµ, (14.6)

where f(qµ|µ) is the pdf of qµ for the hypothesised µ and qmedian
µ is the me-

dian q-value of f(qµ|0). Uncertainty on the expected p-value is obtained



218 Sensitivity to WIMP DM Annihilating to a Photon Pair

]-1 s3 cm-29 [10〉vσ〈

0 10 20 30 40 50 60

p-
va

lu
e

0

0.1

0.2

0.3

0.4

0.5

0.6
Mean 95% CL upper limit (likelihood)

)σ1 ± (
s+b

Expected CL
b

Observed CL

s+b
Observed CL sObserved CL

50 h observation time  = 0
data

〉vσ〈 = 630 GeV,  χm

(a) Toy MC hypothesis test results
]-1s3 cm-29 [10〉vσ〈

-50 -40 -30 -20 -10 0 10 20 30

Li
ke

lih
oo

d 
ra

tio

0

1

2

3

4

5

6

7

8

9

 
50 h observation time  = 0

data
〉vσ〈 = 630.0 GeV,  χm

 

(b) Likelihood ratios

]-1s3 cm-29 [10〉vσ〈

0 20 40 60 80 100 120 140 160 180 200 220 240

p-
va

lu
e

0

0.1

0.2

0.3

0.4

0.5

0.6
Mean 95% CL upper limit (likelihood)

)σ1 ± (
s+b

Expected CL
b

Observed CL

s+b
Observed CL sObserved CL

50 h observation time  = 0
data

〉vσ〈 = 1580 GeV,  χm

(c) Toy MC hypothesis test results
]-1s3 cm-29v> [10σ<

0 20 40 60 80 100 120 140

Li
ke

lih
oo

d 
ra

tio

0

2

4

6

8

10

12

 
50 h observation time  = 0datav>σ = 1580.0 GeV,  <χm

 

(d) Likelihood ratios

]-1s3 cm-29 [10〉vσ〈

0 100 200 300 400 500 600

p-
va

lu
e

0

0.1

0.2

0.3

0.4

0.5

0.6
Mean 95% CL upper limit (likelihood)

)σ1 ± (
s+b

Expected CL
b

Observed CL

s+b
Observed CL sObserved CL

50 h observation time  = 0
data

〉vσ〈 = 6310 GeV,  χm

(e) Toy MC hypothesis test results
]-1s3 cm-29v> [10σ<

-200 -150 -100 -50 0 50 100 150 200 250

Li
ke

lih
oo

d 
ra

tio

0

1

2

3

4

5

6

7

8

 
50 h observation time  = 0datav>σ = 6310.0 GeV,  <χm

 

(f) Likelihood ratios

Figure 14.6: Example results for calculating the 95% CL upper limit on a
Dark Matter signal. The expected upper limit for the Toy Monte Carlo
approach is the cross section where the dashed expected CL line reaches a
p-value of 0.05, indicated by the red line. Uncertainties are obtained from the
corresponding point for the upper and lower edges of the uncertainty band.
The markers indicate the CLS, CLS+B and CLB obtained from a single Toy
Monte Carlo dataset. Figure (b) shows negative log likelihood ratios, red
profile likelihood ratio and blue simple likelihood ratio, from a single Toy
Monte Carlo dataset. The dashed and solid line indicate the 95% and 90%
confidence intervals of the profile likelihood ratio respectively.
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by replacing the median qµ by the median value shifted by ±σ. Distribu-
tions of f(qµ|µ) and f(qµ|0) are obtained by generating 1000 Toy Monte
Carlo datasets from background only and background plus signal from the
full model shown in Figure 14.2. For each mass point this procedure is re-
peated, and a p-value for the signal plus background hypothesis calculated,
for twelve hypothesised cross sections. The upper limit on µ at confidence
level CLS+B = 1−α is the value of µ for which the p-value is pµ = α. To find
the value of µ that gives pµ = 0.05, corresponding to the 95% CL upper limit,
p-values are linearly interpolated between the tested cross sections. Figure
14.6 shows the p-value dependence on the signal cross section for a WIMP
mass of 630 GeV. Also shown in the figure are values for a single Toy Monte
Carlo dataset along with the quantities CLB and CLS. CLB is calculated
from the background only p-value

pb = 1−
∫ ∞
qobs.
µ

f(qµ|0)dqµ, (14.7)

while to calculate CLS a ratio of the two p-values is used

p′µ = pµ
1− pb

. (14.8)

As a cross-check of the above method, upper limits were calculated from a
likelihood-based approach where one-sided 95% CL upper limits were deter-
mined from the profile likelihood ratio of background only pseudo data. The
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median upper limit is taken from 1000 background only Toy Monte Carlo
datasets for each WIMP mass point. Figure 14.6 shows an example upper
limit calculated from the profile likelihood ratio of one such toy dataset. The
widening of the profile likelihood ratio relative to the simple likelihood ratio
is due to the profiling of the nuisance parameters.

Figure 14.7 shows the obtained 95% CLS upper limits on the signal cross
section in the range 40 GeV to 6 TeV for 5 and 50 hours of CTA observational
time. Compared to results from current experiments, HESS [203] and Fermi-
LAT [196], CTA should be able to produce competitive results after 5 hours
of observation. With an observation time of 50 hours CTA should provide
significant improvements, up to a an order of magnitude, to the current
exclusion reach across the whole mass range considered.

14.3 Interpretation and Discussion
The evaluation of the expected sensitivity to dark matter annihilating in the
Galactic Centre region through the process χχ → γγ shows that the CTA
reach is expected to be competitive with current experiments with data from
only 5 hours of observation time. An observation time of 50 hours should see
significant improvements with respect to current experimental limits over
a wide WIMP mass range. The exclusion reach at 95% CL for 50 hours
observation time is expected to be 〈σv〉χχ→γγ = (1 − 2) · 10−28cm3s−1 for
WIMP masses between 40 GeV and 200 GeV. At a WIMP mass around 5 TeV
the exclusion is expected to be approximately an order of magnitude weaker
for the same observation time. Further improvements could be envisioned not
only through an increase in observation time, but also through for example
improved separation between gamma-rays and charged cosmic rays, which is
the main background component at low energies, along with improved energy
reconstruction and collection efficiency.

Systematic effects have not been evaluated due to a lack of detailed un-
derstanding of their nature at the present time. Such effects are expected to
be of the order a few percent of the observed background contributions at
energies above 100 GeV[183]. Due to the distinct nature of the signal shape
searched for the systematic uncertainties are not expected to significantly
alter the results obtained in the previous sections in this region. However,
below 100 GeV systematic uncertainties could be the limiting factor for the
achieved sensitivity [183]. In particular the uncertainties related to con-
tributions from charged cosmic rays could become significant, as it grows
progressively more difficult to distinguish these from gamma rays at low en-
ergies. This is especially relevant for the results presented in this study due
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Figure 14.8: Quantities relevant to the search for WIMP dark matter anni-
hilating to a monochromatic photon pair in the Higgs-aware mSUGRA grid
studied in the ATLAS search for supersymmetry in τ final states. In addi-
tion to the dark matter relic density the neutralino LSP mass contours are
indicated by the dashed grey lines, and the neutralino annihilation cross sec-
tion into two photons is shown as solid lines. The exclusion limit obtained
in the 8 TeV strong τ analysis is indicated by the dashed blue line.

to the general way in which the charged cosmic ray backgrounds have been
treated. The lack of a dedicated detector response function for hadrons to-
gether with no detailed information on the method to be applied for hadron
rejection, means that the obtained results at low energies (< 100 GeV) could
be subject to significant change once a more detailed understanding of the
experiment and its uncertainties is achieved.

To compare results with those obtained in Part II and exemplify the
quantities relevant for indirect detection experiments in supersymmetry
the mSUGRA model was investigated. To compute the supersymmet-
ric dark matter properties the fortran package DarkSUSY 5.1.1 [204, 205]
was used. DarkSUSY uses ISAJET 7.81 [206], that contains ISASUGRA,
for the running of renormalisation group equations and FeynHiggs 2.9.4
[207, 208, 209, 210, 211] to calculate Higgs masses and properties. Along with
sparticle mass spectra and properties in the MSSM DarkSUSY is able to cal-
culate astrophysical properties of supersymmetric dark matter and quantities
related to both direct and indirect detection experiments. This includes, but
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is not limited to, the dark matter relic density [212, 213, 213] and neutralino
annihilation cross sections into photons [214, 215].

Figure 14.8 shows the so-called Higgs-aware mSUGRA grid [216] as de-
scribed Part II with dark matter related quantities as calculated by Dark-
SUSY. The coloured area shows the dark matter relic density where the
narrow band of allowed values, indicated by the transition between green
and blue colouring, is predominantly part of the χ − τ̃ co-annihilation re-
gion. The neutralino mass, indicated by the horisontal, grey, dashed lines,
increases with m1/2. The vertical, black, solid lines are the contours in-
dicating the neutralino annihilation cross section into photons. The anni-
hilation cross section reaches 10−30cm3s−1 in parts of the above mentioned
co-annihilation region and is roughly increasing with decreasing values of m0.
As a reference, the observed limit obtained in the ATLAS analysis of 8 TeV
data searching for strongly produced supersymmetry in τ final states pre-
sented in Chapter 10 is superimposed (blue dashed line). Figure 14.9 shows
the annihilation cross section into photons against the neutralino mass for
selected mSUGRA models, both in the Higgs-aware grid and for a more
general selection of mSUGRA points from [217]. It is again clear how the
ATLAS exclusion reach decreases towards higher neutralino masses, while
the projected CTA exclusion is close to flat across the considered range. Fur-
thermore, the models with a reasonable dark matter relic density are situated
towards the higher annihilation cross section values obtained. Looking at the
randomly sampled mSUGRA points, and those satisfying experimental con-
straints and discoverability criteria in τ SUSY search channels at ATLAS
[217], show that annihilation cross sections around 10−29cm3s−1 for WIMP
masses around 100-200 GeVare possible.

Although the annihilation cross sections obtained here are likely outside
the reach of CTA, the figure nevertheless illustrate the complementarity be-
tween the two experimental approaches. Whereas the reach of accelerator
searches are limited to lower sparticle masses and values of m0 and m1/2, the
annihilation cross section is largely independent of these masses, thus poten-
tially making WIMP masses of several hundred GeV and above accessible.
In the context of the grid studied here accelerator experiments can exclude
large values of m1/2 for moderate m0, whereas the opposite is true for CTA,
where sensitivity is highest at moderate m1/2, but with a potential to reach
large values of m0. As such the two approaches exhibit complementarity that
would be important in both probing different regions of supersymmetric pa-
rameter space, as well as pinpointing the nature of supersymmetry should it
be discovered.

As mentioned, the annihilation cross sections here appear to be outside
the reach of CTA, however, a broader study of the MSSM has found that
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Figure 14.9: Annihilation cross section versus WIMP mass for selected
mSUGRA models in a) the Higgs-aware grid, and b) randomly sampled
mSUGRA models (blue) and models required to satisfy experimental con-
straints and discoverability criteria in τ channels at accelerators (red) from
[217]. Solid discs are models, while circles are models with a reasonable dark
matter relic density. a) also indicate models excluded by the search presented
in Chapter 10 by red crosses. The projected CTA limits are also indicated.
The result for 500 hours is obtained by extrapolating the 50 hour result as-
suming the relative increase in sensitivity is equal going from 50 to 500 hours,
as from 5 to 50 hours.
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values in the region 10−29 − 10−28cm3s−1 are possible across a large range of
neutralino masses. In particular values around 10−28cm3s−1 are obtained for
higgsino-like neutralinos with masses around 500 GeV [218]. The latter would
likely be difficult to observe at collider experiments, but could be within the
reach of CTA. Furthermore, both models with significant annihilations into
photon pairs [219, 220, 221], and mechanism for increased line rates [222] have
been proposed. Additionally the line flux could be increased by astrophysical
factors, for example the signal strength could be boosted by the profile and
distribution of sub-halos [223, 224, 225] possible by up to a factor 10 [226].



Chapter 15

Concluding Comments and
Outlook

The first period of LHC running was very successful both in terms of oper-
ations, performance and, most importantly, in terms of the achieved physics
results. The discovery of the Higgs boson was the undisputed high point,
meaning that all of the particles postulated by the Standard Model have
now been discovered. However, the data collected during this period did not
show any hints of supersymmetry or other new physics beyond the Stan-
dard Model. The search for supersymmetry in τ final states presented in
this thesis is only one out of many new physics searches found to be in good
agreement with the Standard Model predictions. These results are neverthe-
less valuable in narrowing down and restricting the paramater space left for
supersymmetry, or other new physics, to hide in. Many constrained mod-
els that were popular prior to the LHC startup, such as mSUGRA, have
been heavily constrained and the room for natural supersymmetry has been
reduced.

At the time of writing, the second run period is well underway, with col-
lision energies almost doubled with respect to the data studied in this thesis.
It is, however, important to keep in mind that the LHC, and the experi-
ments associated with it, are only at the very beginning of their lifespans.
The LHC is anticipated to collect more than two orders of magnitude more
data than currently available in the coming ten to twenty years. While the
increased energy means that new physics discoveries could be just around
the corner, the history of particle physics has shown the rewards of patience.
The road forward for particle physics today is perhaps less clear than during
the several decades spanned from formulation to experimental completion of
the Standard Model due to the lack of hints towards new physics from the
domain of particle physics. Nevertheless, both the long term schedule of the
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LHC and the statistical nature of particle physics discoveries reflect the fact
that new physics phenomena are not necessarily readily discoverable nor as
expected at the outset.

In this context, one should also bear in mind that despite the historical
success and importance of collider experiments, the search for dark mat-
ter, connecting the domains of subatomic and galactic physics, underlines
the need for additional search approaches that reflect this interconnection.
Results from indirect and direct detection experiments complement those
obtained by colliders and will be crucial to determine the nature of dark
matter. The Cherenkov Telescope Array should improve significantly upon
the sensitivity of current experiments in a wide range of fundamental physics
and astrophysics. In particular, it will bring improved reach in searches for
WIMP dark matter annihilations into pairs of photons once it is operational,
also in regions not accessible to the ATLAS experiment at the LHC. With
CTA just around the corner and the LHC running smoothly at record energy,
the two experimental facilities promise to produce exciting physics results for
many years to come.
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A.1 Monte Carlo Samples

Sample ID Name Generator LO [pb] k-factor FE NNLO [pb] # events
107680 WenuNp0 AlpgenJimmy 6930.5 1.196 8288.88 3458883
107681 WenuNp1 AlpgenJimmy 1305.3 1.196 1561.14 2499645
107682 WenuNp2 AlpgenJimmy 378.13 1.196 452.24 3768632
107683 WenuNp3 AlpgenJimmy 101.86 1.196 121.82 1008947
107684 WenuNp4 AlpgenJimmy 25.68 1.196 30.71 250000
107685 WenuNp5 AlpgenJimmy 6.99 1.196 8.36 69999
144022 WenuNp6_pt20 AlpgenJimmy 1.55 1.196 1.85 145000
144196 WenuNp1_susyfilt AlpgenJimmy 1305 1.1955 0.005659 8.83 180899
144197 WenuNp2_susyfilt AlpgenJimmy 378 1.1955 0.01652 7.47 134998
144198 WenuNp3_susyfilt AlpgenJimmy 101.9 1.1955 0.03404 4.15 139999
144199 WenuNp4_susyfilt AlpgenJimmy 25.7 1.1955 0.05639 1.73 75000
107690 WmunuNp0 AlpgenJimmy 6932.4 1.195 8284.22 3462942
107691 WmunuNp1 AlpgenJimmy 1305.9 1.195 1560.55 2498593
107692 WmunuNp2 AlpgenJimmy 378.07 1.195 451.79 3768737
107693 WmunuNp3 AlpgenJimmy 101.85 1.195 121.71 1008446
107694 WmunuNp4 AlpgenJimmy 25.72 1.195 30.74 254950
107695 WmunuNp5 AlpgenJimmy 7 1.195 8.37 70000
144023 WmunuNp6_pt20 AlpgenJimmy 1.55 1.195 1.85 145000
144200 WmunuNp1_susyfilt AlpgenJimmy 1305 1.1955 0.005422 8.46 171000
144201 WmunuNp2_susyfilt AlpgenJimmy 378 1.1955 0.016234 7.34 139900
144202 WmunuNp3_susyfilt AlpgenJimmy 101.9 1.1955 0.033596 4.09 139899
144203 WmunuNp4_susyfilt AlpgenJimmy 25.7 1.1955 0.056165 1.73 70000
107700 WtaunuNp0 AlpgenJimmy 6931.8 1.195 8283.50 3418296
107701 WtaunuNp1 AlpgenJimmy 1304.9 1.195 1559.36 2499194
107702 WtaunuNp2 AlpgenJimmy 377.93 1.195 451.63 3750986
107703 WtaunuNp3 AlpgenJimmy 101.96 1.195 121.84 1009946
107704 WtaunuNp4 AlpgenJimmy 25.71 1.195 30.72 249998
107705 WtaunuNp5 AlpgenJimmy 7 1.195 8.37 65000
144024 WtaunuNp6_pt20 AlpgenJimmy 1.55 1.195 1.85 150000
144204 WtaunuNp1_susyfilt AlpgenJimmy 1305 1.1955 0.008387 13.08 265000
144205 WtaunuNp2_susyfilt AlpgenJimmy 378 1.1955 0.024476 11.06 204999
144206 WtaunuNp3_susyfilt AlpgenJimmy 101.9 1.1955 0.050024 6.09 209900
144207 WtaunuNp4_susyfilt AlpgenJimmy 25.7 1.1955 0.081906 2.52 104999

Table A.1: SimulatedW+jets Monte Carlo samples with their corresponding
sample ID, event generator, LO cross section, k-factor, filter efficiency, NNLO
cross section [227], and number of generated events.
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Sample ID Name Generator LO [pb] k-factor FE NNLO [pb] # events
107650 ZeeN0p AlpgenJimmy 669.6 1.24345 832.61 6618284
107651 ZeeN1p AlpgenJimmy 134.55 1.24345 167.31 1334897
107652 ZeeN2p AlpgenJimmy 40.65 1.24345 50.55 2004195
107653 ZeeN3p AlpgenJimmy 11.26 1.24345 14.00 549949
107654 ZeeN4p AlpgenJimmy 2.84 1.24345 3.53 149948
107655 ZeeN5p AlpgenJimmy 0.76 1.24345 0.95 50000
107660 ZmumuN0p AlpgenJimmy 669.6 1.24345 832.61 6615230
107661 ZmumuN1p AlpgenJimmy 134.55 1.24345 167.31 1334296
107662 ZmumuN2p AlpgenJimmy 40.65 1.24345 50.55 1999941
107663 ZmumuN3p AlpgenJimmy 11.26 1.24345 14.00 549896
107664 ZmumuN4p AlpgenJimmy 2.84 1.24345 3.53 150000
107665 ZmumuN5p AlpgenJimmy 0.76 1.24345 0.95 50000
107670 ZtautauN0p AlpgenJimmy 669.6 1.24345 832.61 10613179
107671 ZtautauN1p AlpgenJimmy 134.55 1.24345 167.31 3334137
107672 ZtautauN2p AlpgenJimmy 40.65 1.24345 50.55 1004847
107673 ZtautauN3p AlpgenJimmy 11.26 1.24345 14.00 509847
107674 ZtautauN4p AlpgenJimmy 2.84 1.24345 3.53 144999
107675 ZtautauN5p AlpgenJimmy 0.76 1.24345 0.95 45000
107710 ZnunuNp0 AlpgenJimmy 3572 1.2604 0.011091 49.93 54949
107711 ZnunuNp1 AlpgenJimmy 738.73 1.2604 0.6112 569.09 909848
107712 ZnunuNp2 AlpgenJimmy 222.91 1.2604 0.88158 247.68 169899
107713 ZnunuNp3 AlpgenJimmy 61.874 1.2604 0.96751 75.45 144999
107714 ZnunuNp4 AlpgenJimmy 15.635 1.2604 0.99205 19.55 309899
107715 ZnunuNp5 AlpgenJimmy 4.3094 1.2604 0.99854 5.42 189998

Table A.2: Simulated Z+jets Monte Carlo samples with their corresponding
sample ID, event generator, LO cross section, k-factor, filter efficiency, NNLO
cross section [227], and number of generated events.
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Sample ID Generator Final state NLO [pb] No. of events
105921 McAtNlo_JIMMY W+W− → eνeν 0.51 199949
105922 McAtNlo_JIMMY W+W− → eνµν 0.51 200000
105923 McAtNlo_JIMMY W+W− → eντν 0.51 200000
105924 McAtNlo_JIMMY W+W− → µνµν 0.51 199000
105925 McAtNlo_JIMMY W+W− → µνeν 0.51 199949
105926 McAtNlo_JIMMY W+W− → µντν 0.51 200000
105927 McAtNlo_JIMMY W+W− → τντν 0.51 499676
105928 McAtNlo_JIMMY W+W− → τνeν 0.51 199950
105929 McAtNlo_JIMMY W+W− → τνµν 0.51 200000
105930 McAtNlo_JIMMY ZZ → ``qq̄ 0.270 25000
105931 McAtNlo_JIMMY ZZ → ```` 0.026 99999
105932 McAtNlo_JIMMY ZZ → ``νν 0.077 99999
106036 McAtNlo_JIMMY ZZ → 2`2τ 1.695 25000
106037 McAtNlo_JIMMY ZZ → 4τ 0.164 25000
113192 McAtNlo_JIMMY ZZ → ττνν 0.514 24950
113193 McAtNlo_JIMMY ZZ → ττqq̄ 0.928 25000
105940 McAtNlo_JIMMY W+Z → `νqq̄ 0.090 100000
105941 McAtNlo_JIMMY W+Z → `ν`` 0.28 100000
105942 McAtNlo_JIMMY W+Z → qq̄′`` 0.086 25000
106024 McAtNlo_JIMMY W+Z → τν`` 0.082 25000
106025 McAtNlo_JIMMY W+Z → `νττ 0.043 199950
106026 McAtNlo_JIMMY W+Z → τνττ 0.047 25000
113190 McAtNlo_JIMMY W+Z → qq̄′ττ 0.045 25000
105970 McAtNlo_JIMMY W−Z → `νqq̄ 0.0234 200000
105971 McAtNlo_JIMMY W−Z → `ν`` 0.0129 25000
105972 McAtNlo_JIMMY W−Z → qq̄′`` 0.0065 25000
106027 McAtNlo_JIMMY W−Z → τν`` 0.2568 199949
106028 McAtNlo_JIMMY W−Z → `νττ 0.1397 200000
106029 McAtNlo_JIMMY W−Z → τνττ 0.0386 200000
113191 McAtNlo_JIMMY W−Z → qq̄′ττ 0.1348 199950

Table A.3: Simulated diboson Monte Carlo samples with their corresponding
sample ID, event generator, final state, NLO cross section, and number of
generated events.

Sample ID Name Generator LO [pb] No. of events
105009 J0 Pythia 12030000000 999997
105010 J1 Pythia 807266000 999993
105011 J2 Pythia 48048000 999999
105012 J3 Pythia 2192900 999992
105013 J4 Pythia 87701 989992
105014 J5 Pythia 2350.1 999987
105015 J6 Pythia 33.61 999974
105016 J7 Pythia 0.13744 998955
105017 J8 Pythia 0.000006 998948

Table A.4: Simulated dijet Monte Carlo samples with their corresponding
sample ID, event generator, cross section and number of generated events.
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Sample ID Name Generator LO [pb] k-factor NNLO [pb] # events
116250 ZeeNp0Mll10to40 AlpgenJimmy 3054.7 1.24345 3798.37 994949
49 116251 ZeeNp1Mll10to40 AlpgenJimmy 84.91 1.24345 105.58 299998
116252 ZeeNp2Mll10to40 AlpgenJimmy 41.19 1.24345 51.22 999946
116253 ZeeNp3Mll10to40 AlpgenJimmy 8.35 1.24345 10.38 149998
116254 ZeeNp4Mll10to40 AlpgenJimmy 1.85 1.24345 2.30 40000
116255 ZeeNp5Mll10to40 AlpgenJimmy 0.46 1.24345 0.57 10000
116260 ZmumuNp0Mll10to40 AlpgenJimmy 3054.9 1.24345 3798.62 999849
49 116261 ZmumuNp1Mll10to40 AlpgenJimmy 84.78 1.24345 105.42 300000
116262 ZmumuNp2Mll10to40 AlpgenJimmy 41.13 1.24345 51.14 999995
116263 ZmumuNp3Mll10to40 AlpgenJimmy 8.34 1.24345 10.37 150000
116264 ZmumuNp4Mll10to40 AlpgenJimmy 1.87 1.24345 2.33 39999
116265 ZmumuNp5Mll10to40 AlpgenJimmy 0.46 1.24345 0.57 10000
116270 ZtautauNp0Mll10to40 AlpgenJimmy 3054.8 1.24345 3798.49 999649
49 116271 ZtautauNp1Mll10to40 AlpgenJimmy 84.88 1.24345 105.54 299999
116272 ZtautauNp2Mll10to40 AlpgenJimmy 41.28 1.24345 51.33 498899
116273 ZtautauNp3Mll10to40 AlpgenJimmy 8.35 1.24345 10.38 150000
116274 ZtautauNp4Mll10to40 AlpgenJimmy 1.83 1.24345 2.28 39999
116275 ZtautauNp5Mll10to40 AlpgenJimmy 0.46 1.24345 0.57 10000

Table A.5: Simulated Drell-Yan Monte Carlo samples with their correspond-
ing sample ID, event generator, LO cross section, k-factor, NNLO cross sec-
tion [227], and number of generated events.

Sample ID Name Generator NLO k-factor NNLO No. of
[pb] [pb] events

105200 tt̄ semileptonic (T1) MCAtNLOJimmy 79.01 1.146 90.57 14983835
105204 tt̄ full hadronic MCAtNLOJimmy 66.48 1.146 76.23 1199034
117360 t-channel t→ eν AcerMCPythia 8.06 0.865 6.97 999295
117361 t-channel t→ µν AcerMCPythia 8.06 0.865 6.97 999948
117362 t-channel t→ τν AcerMCPythia 8.05 0.855 6.97 998995
108343 s-channel t→ eν MCAtNLOJimmy 0.47 1.064 0.50 299948
108344 s-channel t→ µν MCAtNLOJimmy 0.47 1.064 0.50 299998
108345 s-channel t→ τν MCAtNLOJimmy 0.47 1.064 0.50 299899
108346 single top Wt MCAtNLOJimmy 14.79 1.064 15.74 899694

Table A.6: Simulated tt̄ and single t Monte Carlo samples with their corre-
sponding sample ID, event generator, NLO cross section [227] and number
of generated events.
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Sample ID Name Generator NLO [pb] k-factor NNLO [pb] No. of events
105890 ttbarlnlnNp0 AlpgenJimmy 3.466 1.69 5.86 194499
105891 ttbarlnlnNp1 AlpgenJimmy 3.3987 1.69 5.74 159999
105892 ttbarlnlnNp2 AlpgenJimmy 2.1238 1.69 3.59 336897
117897 ttbarlnlnNp3 AlpgenJimmy 0.94698 1.69 1.60 148000
117898 ttbarlnlnNp4 AlpgenJimmy 0.33409 1.69 0.56 60000
117899 ttbarlnlnNp5 AlpgenJimmy 0.12753 1.69 0.22 25000
105894 ttbarlnqqNp0 AlpgenJimmy 13.764 1.77 24.36 647396
105895 ttbarlnqqNp1 AlpgenJimmy 13.608 1.77 24.09 652997
105896 ttbarlnqqNp2 AlpgenJimmy 8.4181 1.77 14.90 1145892
117887 ttbarlnqqNp3 AlpgenJimmy 3.7759 1.77 6.68 652495
117888 ttbarlnqqNp4 AlpgenJimmy 1.3361 1.77 2.36 118999
117889 ttbarlnqqNp5 AlpgenJimmy 0.50399 1.77 0.89 79997

Table A.7: Alternative simulated tt̄ samples with their corresponding sample
ID, event generator, NLO cross section [227] and number of generated events.
Used for studies of systematic uncertainties.

Sample ID Generator Final state NLO [pb] No. of events
125950 Sherpa Ztoee2JetsEW2JetsQCD15GeVM40 0.44702 199999
125951 Sherpa Ztomm2JetsEW2JetsQCD15GeVM40 0.44585 181200
125952 Sherpa Ztott2JetsEW2JetsQCD15GeVM40 0.44445 199899
125956 Sherpa Ztoee2JetsEW2JetsQCD15GeVM07to40 0.47727 100000
125957 Sherpa Ztomm2JetsEW2JetsQCD15GeVM07to40 0.47712 100000
125958 Sherpa Ztott2JetsEW2JetsQCD15GeVM07to40 0.46924 99900
128810 Sherpa WWlnulnu 2.9832 1999697
128811 Sherpa WZlllnu 0.36164 299950
128812 Sherpa WZlllnuLowMass 1.0209 299949
128813 Sherpa ZZllll 0.26622 100000
128814 Sherpa ZZllnn 0.23838 349900
143062 Sherpa WZlnnn 0.71868 100000
143063 Sherpa WZqqnn 1.4249 99900
143064 Sherpa Wtolnu2JetsEW1JetQCD 24.537 99900
143065 Sherpa Ztonunu2JetsEW1JetQCD 1.3368 99999

Table A.8: Alternative simulated diboson Monte Carlo samples with their
corresponding sample ID, event generator, final state, NLO cross section, and
number of generated events. Used for studies of systematic uncertainties.
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A.2 Signal Acceptance and Efficiency

­4
10

­3
10

­2
10

­1
10

1

[TeV]Λ 
20 30 40 50 60 70 80

β
ta

n

5

10

15

20

25

30

35

40

45

50

CoNLSP

theor.
excl.

R
l
~

1
τ∼

0

1
χ∼

ATLAS

­1L dt = 4.7 fb∫  = 7 TeVs

Acceptance

(a) Acceptance

­4
10

­3
10

­2
10

­1
10

1

[TeV]Λ 
20 30 40 50 60 70 80

β
ta

n

5

10

15

20

25

30

35

40

45

50

CoNLSP

theor.
excl.

R
l
~

1
τ∼

0

1
χ∼

ATLAS

­1L dt = 4.7 fb∫  = 7 TeVs

Acceptance x Efficiency

(b) Acceptance × efficiency

­4
10

­3
10

­2
10

­1
10

1

[TeV]Λ 
20 30 40 50 60 70 80

β
ta

n

5

10

15

20

25

30

35

40

45

50

CoNLSP

theor.
excl.

R
l
~

1
τ∼

0

1
χ∼

ATLAS

­1L dt = 4.7 fb∫  = 7 TeVs

Efficiency

(c) Efficiency

Figure A.1: Acceptance, efficiency and acceptance × efficiency for the 7 TeV
analysis [1].
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A.3 Event Displays

(a) Run #: 180400, Event #: 42710469 (b) Run #: 183216, Event #: 66741321

(c) Run #: 189781, Event #: 4033225 (d) Run #: 190872, Event #: 54801029

Figure A.2: Event displays for the signal region events observed in the data
for the 7 TeV analysis [1]. Jets are shown as cones, and the τ jet is addi-
tionally indicated by a thick orange line. The red arrow illustrates the Emiss

T
observed in the event.
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A.4 Exclusion Limit Comparisons
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combined τ limits and two lepton analysis limits (top) [173], and individual
τ limits (bottom) [1].
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B.1 Monte Carlo Samples

Sample Name Generator xsec k-factor filter No. of
ID [pb] eff. events
117050 ttbar NoAllHad PowhegPythia+AFII 253.00 1 0.543 74947917
108343 SingleTopSChanWenu McAtNloJimmy 0.56 1.074 1.0 169183
108344 SingleTopSChanWmunu McAtNloJimmy 0.56 1.074 1.0 169100
108345 SingleTopSChanWtaunu McAtNloJimmy 0.56 1.074 1.0 169061
108346 SingleTopWtChanIncl McAtNloJimmy 20.57 1.083 1.0 1766958
117360 t-channel t→ eν AcerMCPythia 8.60 1.10 1.0 256853
117361 t-channel t→ µν AcerMCPythia 8.60 1.10 1.0 256914
117362 t-channel t→ τν AcerMCPythia 8.60 1.10 1.0 251341

Table B.1: Baseline tt̄ and single t MC samples with their corresponding
sample ID, event generator, cross section[228], k-factor, filter efficiency and
number of generated events.

Sample ID Name Generator LO k-factor No. of
[pb] events

164440 ttbarlnlnNp0_baseline AlpgenJimmy 4.7930 1.737 799897
164441 ttbarlnlnNp1_baseline AlpgenJimmy 5.0680 1.737 808897
164442 ttbarlnlnNp2_baseline AlpgenJimmy 3.2570 1.737 529996
164444 ttbarlnlnNp3_baseline AlpgenJimmy 1.5211 1.737 410000
164445 ttbarlnlnNp4p_baseline AlpgenJimmy 0.7710 1.737 187997
164450 ttbarlnqqNp0_baseline AlpgenJimmy 19.190 1.809 3359080
164451 ttbarlnqqNp1_baseline AlpgenJimmy 20.290 1.809 3398787
164452 ttbarlnqqNp2_baseline AlpgenJimmy 13.090 1.809 2209980
164454 ttbarlnqqNp3_baseline AlpgenJimmy 6.0815 1.809 1499794
164455 ttbarlnqqNp4p_baseline AlpgenJimmy 3.0844 1.809 556989
116108 ttbbincl AlpgenJimmy 1.4345 1.689 299998
116109 ttccincl AlpgenJimmy 2.7150 1.689 499997

Table B.2: Alternative tt̄ samples with their corresponding sample ID, event
generator, NLO cross section and number of generated events.
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Sample Name plow
T phigh

T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
167749 Zee 0 BFilter AFII 1110.7 1.12 0.028034 3999000
167750 Zee 0 CFilterBVeto AFII 1109.6 1.12 0.28341 2999995
167751 Zee 0 CVetoBVeto AFII 1107.1 1.12 0.68621 4978999
167752 Zmumu 0 BFilter AFII 1109.8 1.12 0.027996 3997997
167753 Zmumu 0 CFilterBVeto AFII 1112 1.12 0.28307 2987995
167754 Zmumu 0 CVetoBVeto AFII 1108.7 1.12 0.6897 4413999
167755 Ztautau 0 BFilter AFII 1109.1 1.12 0.02782 3997994
167756 Ztautau 0 CFilterBVeto AFII 1110.2 1.12 0.28373 2998998
167757 Ztautau 0 CVetoBVeto AFII 1112.1 1.12 0.68884 4979999
167758 Znunu 0 BFilter AFII 5990.8 1.12 0.029387 24992972
167759 Znunu 0 CFilterBVeto AFII 5988.3 1.12 0.28017 19957480
167760 Znunu 0 CVetoBVeto AFII 5987.5 1.12 0.69045 23359980
180543 Zee 40 70 BFilter AFII 70.493 1.12 0.070638 600000
180544 Zee 40 70 CFilterBVeto AFII 70.53 1.12 0.34197 600000
180545 Zee 40 70 CVetoBVeto AFII 70.431 1.12 0.58761 1049998
180546 Zmumu 40 70 BFilter AFII 70.511 1.12 0.070707 599000
180547 Zmumu 40 70 CFilterBVeto AFII 70.469 1.12 0.34141 599000
180548 Zmumu 40 70 CVetoBVeto AFII 70.534 1.12 0.58768 1398999
180549 Ztautau 40 70 BFilter AFII 70.441 1.12 0.070859 598999
180550 Ztautau 40 70 CFilterBVeto AFII 70.538 1.12 0.34163 600000
180551 Ztautau 40 70 CVetoBVeto AFII 70.528 1.12 0.58755 1399996
167797 Zee 70 140 BFilter AFII 29.494 1.12 0.082517 1396999
167798 Zee 70 140 CFilterBVeto AFII 29.487 1.12 0.35497 999999
167799 Zee 70 140 CVetoBVeto AFII 29.491 1.12 0.56262 1999998
167800 Zmumu 70 140 BFilter AFII 29.491 1.12 0.082585 1159000
167801 Zmumu 70 140 CFilterBVeto AFII 29.447 1.12 0.35488 1000000
167802 Zmumu 70 140 CVetoBVeto AFII 29.521 1.12 0.56196 1996998
167803 Ztautau 70 140 BFilter FS 29.489 1.12 0.082563 1199396
167804 Ztautau 70 140 CFilterBVeto FS 29.499 1.12 0.35509 979998
167805 Ztautau 70 140 CVetoBVeto FS 29.494 1.12 0.56247 1999693
167806 Znunu 70 140 BFilter AFII 166.63 1.12 0.084058 5078993
167807 Znunu 70 140 CFilterBVeto AFII 166.64 1.12 0.35211 2998998
167808 Znunu 70 140 CVetoBVeto AFII 166.62 1.12 0.5636 4999996
167809 Zee 140 280 BFilter AFII 3.9901 1.12 0.095235 200000
167810 Zee 140 280 CFilterBVeto AFII 3.9811 1.12 0.36919 399999
167811 Zee 140 280 CVetoBVeto AFII 3.989 1.12 0.53431 600000
167812 Zmumu 140 280 BFilter AFII 3.9842 1.12 0.095389 200000
167813 Zmumu 140 280 CFilterBVeto AFII 3.9911 1.12 0.36999 389000
167814 Zmumu 140 280 CVetoBVeto AFII 3.9841 1.12 0.53441 599500
167815 Ztautau 140 280 BFilter FS 3.9878 1.12 0.095807 199900
167816 Ztautau 140 280 CFilterBVeto FS 3.988 1.12 0.36953 399999
167817 Ztautau 140 280 CVetoBVeto FS 3.9871 1.12 0.53328 598897
167818 Znunu 140 280 BFilter AFII 22.512 1.12 0.096855 1000000
167819 Znunu 140 280 CFilterBVeto AFII 22.52 1.12 0.36786 1989998
167820 Znunu 140 280 CVetoBVeto AFII 22.514 1.12 0.53462 2979999

Table B.3: Baseline Sherpa Z+jets MC samples with their corresponding
sample ID, event generator, pTslices, flavor filter, detector simulation, NLO
cross section, k-factor, filter efficiency and number of generated events. (con-
tinued in table B.4)
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Sample Name plow
T phigh

T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
167821 Zee 280 500 BFilter FS 0.24182 1.12 0.10851 20000
167822 Zee 280 500 CFilterBVeto FS 0.24128 1.12 0.38744 49899
167823 Zee 280 500 CVetoBVeto FS 0.24158 1.12 0.50617 39999
167824 Zmumu 280 500 BFilter FS 0.24219 1.12 0.10802 19900
167825 Zmumu 280 500 CFilterBVeto FS 0.24169 1.12 0.38643 50000
167826 Zmumu 280 500 CVetoBVeto FS 0.24272 1.12 0.50549 50000
167827 Ztautau 280 500 BFilter FS 0.2412 1.12 0.10653 19999
167828 Ztautau 280 500 CFilterBVeto FS 0.24102 1.12 0.38481 50000
167829 Ztautau 280 500 CVetoBVeto FS 0.24147 1.12 0.5072 49899
167830 Znunu 280 500 BFilter FS 1.3533 1.12 0.10893 199999
167831 Znunu 280 500 CFilterBVeto FS 1.3555 1.12 0.38402 239999
167832 Znunu 280 500 CVetoBVeto FS 1.3527 1.12 0.50667 999892
167833 Zee 500 Bfilter FS 0.013235 1.12 0.11573 9600
167834 Zee 500 CFilterBVeto FS 0.013454 1.12 0.39846 10000
167835 Zee 500 CVetoBVeto FS 0.013307 1.12 0.4848 50000
167836 Zmumu 500 BFilter FS 0.013161 1.12 0.11408 10000
167837 Zmumu 500 CfilterBVeto FS 0.01348 1.12 0.39857 10000
167838 Zmumu 500 CVetoBVeto FS 0.013264 1.12 0.48689 10000
167839 Ztautau 500 BFilter FS 0.013231 1.12 0.11524 10000
167840 Ztautau 500 CFilterBVeto FS 0.013308 1.12 0.39316 10000
167841 Ztautau 500 CvetoBVeto FS 0.013284 1.12 0.48562 50000
167842 Znunu 500 BFilter FS 0.073103 1.12 0.11776 49999
167843 Znunu 500 CFilterBVeto FS 0.073347 1.12 0.39631 50000
167844 Znunu 500 CVetoBVeto FS 0.073278 1.12 0.48436 199699

Table B.4: Baseline Sherpa Z+jets MC samples continued from table B.3.

Sample Name plow
T phigh

T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
167740 Wenu 0 BFilter AFII 10973 1.11 0.012778 14977980
167741 Wenu 0 CFilterBVeto AFII 10971 1.11 0.049039 9998989
167742 Wenu 0 CVetoBVeto AFII 10987 1.11 0.93804 48415976
167743 Wmunu 0 BFilter AFII 10973 1.11 0.012823 14989485
167744 Wmunu 0 CFilterBVeto AFII 10970 1.11 0.04254 9872485
167745 Wmunu 0 CVetoBVeto AFII 10981 1.11 0.94461 48856968
167746 Wtaunu 0 BFilter AFII 10974 1.11 0.012791 14850862
167747 Wtaunu 0 CFilterBVeto AFII 10971 1.11 0.046082 9993984
167748 Wtaunu 0 CVetoBVeto AFII 10969 1.11 0.94065 49640972

Table B.5: Baseline Sherpa W+jets MC samples with their corresponding
sample ID, event generator, pTslices, flavor filter, detector simulation, NLO
cross section, k-factor, filter efficiency and number of generated events. (con-
tinued in table B.6)
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Sample Name plow
T phigh

T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
180534 Wenu 40 70 BFilter AFII 652.82 1.11 0.034473 1100000
180535 Wenu 40 70 CFilterBVeto AFII 652.83 1.11 0.17142 899999
180536 Wenu 40 70 CVetoBVeto AFII 653.16 1.11 0.79335 16947492
180537 Wmunu 40 70 BFilter AFII 652.73 1.11 0.034565 1097999
180538 Wmunu 40 70 CFilterBVeto AFII 653.14 1.11 0.16599 900000
180539 Wmunu 40 70 CVetoBVeto AFII 653.06 1.11 0.79983 16978984
180540 Wtaunu 40 70 BFilter AFII 652.84 1.11 0.034574 1099999
180541 Wtaunu 40 70 CFilterBVeto AFII 652.58 1.11 0.16931 889999
180542 Wtaunu 40 70 CVetoBVeto AFII 652.99 1.11 0.79616 15166494
167761 Wenu 70 140 BFilter AFII 250.55 1.11 0.045931 2000000
167762 Wenu 70 140 CFilterBVeto AFII 250.71 1.11 0.20099 2996497
167763 Wenu 70 140 CVetoBVeto AFII 250.43 1.11 0.75298 14908986
167764 Wmunu 70 140 BFilter AFII 250.55 1.11 0.045919 1988999
167765 Wmunu 70 140 CFilterBVeto AFII 250.57 1.11 0.19889 2995999
167766 Wmunu 70 140 CVetoBVeto AFII 250.77 1.11 0.75855 14931984
167767 Wtaunu 70 140 BFilter FS 250.57 1.11 0.045942 1999893
167768 Wtaunu 70 140 CFilterBVeto FS 250.61 1.11 0.19889 2999890
167769 Wtaunu 70 140 CVetoBVeto FS 250.6 1.11 0.75485 14928649
167770 Wenu 140 280 BFilter AFII 31.155 1.11 0.063159 999999
167771 Wenu 140 280 CFilterBVeto AFII 31.189 1.11 0.22196 1999997
167772 Wenu 140 280 CVetoBVeto AFII 31.112 1.11 0.71496 2000000
167773 Wmunu 140 280 BFilter AFII 31.164 1.11 0.063069 997497
167774 Wmunu 140 280 CFilterBVeto AFII 31.165 1.11 0.21647 1985998
167775 Wmunu 140 280 CVetoBVeto AFII 31.173 1.11 0.7203 1993999
167776 Wtaunu 140 280 BFilter FS 31.162 1.11 0.063078 989797
167777 Wtaunu 140 280 CFilterBVeto FS 31.151 1.11 0.22015 1998688
167778 Wtaunu 140 280 CVetoBVeto FS 31.176 1.11 0.71609 1999994
167779 Wenu 280 500 BFilter FS 1.8413 1.11 0.082886 99998
167780 Wenu 280 500 CFilterBVeto FS 1.837 1.11 0.23454 199898
167781 Wenu 280 500 CVetoBVeto FS 1.8426 1.11 0.682 499891
167782 Wmunu 280 500 BFilter FS 1.838 1.11 0.082902 100000
167783 Wmunu 280 500 CFilterBVeto FS 1.8395 1.11 0.22845 199998
167784 Wmunu 280 500 CVetoBVeto FS 1.8433 1.11 0.68776 499698
167785 Wtaunu 280 500 BFilter FS 1.8362 1.11 0.083026 100000
167786 Wtaunu 280 500 CFilterBVeto FS 1.8395 1.11 0.23271 199998
167787 Wtaunu 280 500 CVetoBVeto FS 1.8368 1.11 0.68397 499998
167788 Wenu 500 BFilter FS 0.10188 1.11 0.099655 10000
167789 Wenu 500 CFilterBVeto FS 0.10101 1.11 0.2444 10000
167790 Wenu 500 CVetoBVeto FS 0.10093 1.11 0.65741 10000
167791 Wmunu 500 BFilter FS 0.10163 1.11 0.10004 10000
167792 Wmunu 500 CFilterBVeto FS 0.1021 1.11 0.23852 10000
167793 Wmunu 500 CVetoBVeto FS 0.10186 1.11 0.65837 49700
167794 Wtaunu 500 BFilter FS 0.10208 1.11 0.099663 10000
167795 Wtaunu 500 CFilterBVeto FS 0.10139 1.11 0.24221 10000
167796 Wtaunu 500 CVetoBVeto FS 0.10201 1.11 0.66004 49998

Table B.6: Baseline Sherpa W+jets MC samples continued from table B.5.
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Sample ID Name Generator LO k-factor filter No. of
[pb] eff. events

107680 WenuNp0 AlpgenJimmy 8037.1 1.186 1 3459718
107681 WenuNp1 AlpgenJimmy 1579.2 1.186 1 2499797
107682 WenuNp2 AlpgenJimmy 477.2 1.186 1 3769889
107683 WenuNp3 AlpgenJimmy 133.9 1.186 1 1009965
107684 WenuNp4 AlpgenJimmy 35.6 1.186 1 249999
107685 WenuNp5 AlpgenJimmy 10.5 1.186 1 70000
107690 WmunuNp0 AlpgenJimmy 8040.0 1.186 1 3469591
107691 WmunuNp1 AlpgenJimmy 1580.3 1.186 1 2499893
107692 WmunuNp2 AlpgenJimmy 477.5 1.186 1 3769890
107693 WmunuNp3 AlpgenJimmy 133.9 1.186 1 1009896
107694 WmunuNp4 AlpgenJimmy 35.6 1.186 1 255000
107695 WmunuNp5 AlpgenJimmy 10.5 1.186 1 20000
107700 WtaunuNp0 AlpgenJimmy 8035.8 1.186 1 3364789
107701 WtaunuNp1 AlpgenJimmy 1579.8 1.186 1 2449991
107702 WtaunuNp2 AlpgenJimmy 477.5 1.186 1 3719888
107703 WtaunuNp3 AlpgenJimmy 133.7 1.186 1 1009993
107704 WtaunuNp4 AlpgenJimmy 35.5 1.186 1 249898
107705 WtaunuNp5 AlpgenJimmy 10.5 1.186 1 65000
117284 WccNp0 AlpgenJimmy 150.19 1.186 1 1274998
117285 WccNp1 AlpgenJimmy 132.68 1.186 1 1049997
117286 WccNp2 AlpgenJimmy 71.80 1.186 1 552899
117287 WccNp3 AlpgenJimmy 30.26 1.186 1 170000
117293 WcNp0 AlpgenJimmy 807.89 1.186 1 6489181
117294 WcNp1 AlpgenJimmy 267.61 1.186 1 2069695
117295 WcNp2 AlpgenJimmy 69.82 1.186 1 519999
117296 WcNp3 AlpgenJimmy 20.54 1.186 1 110000
117297 WcNp4 AlpgenJimmy 4.30 1.186 1 20000
107280 WbbNp0 AlpgenJimmy 55.68 1.186 1 474999
107281 WbbNp1 AlpgenJimmy 45.24 1.186 1 359999
107282 WbbNp2 AlpgenJimmy 23.24 1.186 1 174999
107283 WbbNp3 AlpgenJimmy 11.14 1.186 1 50000
172001 WenuNp1_susyfilt AlpgenJimmy 12.70 1.186 1 1999991
172002 WenuNp2_susyfilt AlpgenJimmy 8.95 1.186 1 1492993
172003 WenuNp3_susyfilt AlpgenJimmy 4.33 1.186 1 1249989
172004 WenuNp4_susyfilt AlpgenJimmy 1.70 1.186 1 399498
172005 WenuNp5_susyfilt AlpgenJimmy 0.55 1.186 1 109899
172006 WenuNp6_susyfilt AlpgenJimmy 0.19 1.186 1 20000
172011 WmunuNp1_susyfilt AlpgenJimmy 12.68 1.186 1 1999795
172012 WmunuNp2_susyfilt AlpgenJimmy 8.96 1.186 1 1499993
172013 WmunuNp3_susyfilt AlpgenJimmy 4.33 1.186 1 1249296
172014 WmunuNp4_susyfilt AlpgenJimmy 1.70 1.186 1 399898
172015 WmunuNp5_susyfilt AlpgenJimmy 0.56 1.186 1 109998
172016 WmunuNp6_susyfilt AlpgenJimmy 0.19 1.186 1 20000
172021 WtaunuNp1_susyfil AlpgenJimmy 46.38 1.186 0.3475 3994886
172022 WtaunuNp2_susyfil AlpgenJimmy 34.30 1.186 0.3349 2794687
172023 WtaunuNp3_susyfil AlpgenJimmy 17.05 1.186 0.3269 1234793
172024 WtaunuNp4_susyfil AlpgenJimmy 6.55 1.186 0.3360 549496
172025 WtaunuNp5_susyfil AlpgenJimmy 2.04 1.186 0.3543 150000
172026 WtaunuNp6_susyfil AlpgenJimmy 0.66 1.186 0.3812 30000

Table B.7: AlternativeW+jets MC samples with their corresponding sample
ID, event generator, LO cross section, k-factor, and number of generated
events.
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Sample ID Name Generator LO k-factor No. of
[pb] events

107650 ZeeNp0 AlpgenJimmy 711.7700 1.23 6608782
107651 ZeeNp1 AlpgenJimmy 155.1700 1.23 1335000
107652 ZeeNp2 AlpgenJimmy 48.74500 1.23 404499
107653 ZeeNp3 AlpgenJimmy 14.22500 1.23 110000
107654 ZeeNp4 AlpgenJimmy 3.759500 1.23 30000
107655 ZeeNp5 AlpgenJimmy 1.094500 1.23 10000
107660 ZmumuNp0 AlpgenJimmy 712.1100 1.23 6619489
107661 ZmumuNp1 AlpgenJimmy 154.7700 1.23 1334706
107662 ZmumuNp2 AlpgenJimmy 48.91200 1.23 404997
107663 ZmumuNp3 AlpgenJimmy 14.22600 1.23 110000
107664 ZmumuNp4 AlpgenJimmy 3.783800 1.23 30000
107665 ZmumuNp5 AlpgenJimmy 1.114800 1.23 10000
107670 ZtautauNp0 AlpgenJimmy 711.8100 1.23 6619683
107671 ZtautauNp1 AlpgenJimmy 155.1300 1.23 1334996
107672 ZtautauNp2 AlpgenJimmy 48.80400 1.23 404997
107673 ZtautauNp3 AlpgenJimmy 14.16000 1.23 110000
107674 ZtautauNp4 AlpgenJimmy 3.774400 1.23 30000
107675 ZtautauNp5 AlpgenJimmy 1.116300 1.23 10000
126414 ZeeccNp0 AlpgenJimmy 15.65400 1.23 604899
126415 ZeeccNp1 AlpgenJimmy 6.894600 1.23 259999
126416 ZeeccNp2 AlpgenJimmy 2.920400 1.23 109999
126417 ZeeccNp3 AlpgenJimmy 1.141100 1.23 40000
126418 ZmumuccNp0 AlpgenJimmy 15.64900 1.23 599397
126419 ZmumuccNp1 AlpgenJimmy 6.893000 1.23 265000
126420 ZmumuccNp2 AlpgenJimmy 2.917600 1.23 115000
126421 ZmumuccNp3 AlpgenJimmy 1.137700 1.23 39999
117706 ZtautauccNp0 AlpgenJimmy 15.652000 1.23 599999
117707 ZtautauccNp1 AlpgenJimmy 6.897900 1.23 264999
117708 ZtautauccNp2 AlpgenJimmy 2.910000 1.23 115000
117709 ZtautauccNp3 AlpgenJimmy 1.134000 1.23 39999
109300 ZeebbNp0 AlpgenJimmy 8.377700 1.23 150000
109301 ZeebbNp1 AlpgenJimmy 3.252900 1.23 80000
109302 ZeebbNp2 AlpgenJimmy 1.190200 1.23 45000
109303 ZeebbNp3 AlpgenJimmy 0.502780 1.23 4999
109305 ZmumubbNp0 AlpgenJimmy 8.374200 1.23 149900
109306 ZmumubbNp1 AlpgenJimmy 3.254000 1.23 80000
109307 ZmumubbNp2 AlpgenJimmy 1.181000 1.23 45000
109308 ZmumubbNp3 AlpgenJimmy 0.506690 1.23 5000
109310 ZtautaubbNp0 AlpgenJimmy 8.375700 1.23 149900
109311 ZtautaubbNp1 AlpgenJimmy 3.242700 1.23 79999
109312 ZtautaubbNp2 AlpgenJimmy 1.193800 1.23 45000
109313 ZtautaubbNp3 AlpgenJimmy 0.497910 1.23 5000

Table B.8: Alternative Z+jets MC samples for Z decaying to charged leptons
listed with their corresponding sample ID, event generator, LO cross section,
k-factor, filter efficiency and number of generated events.
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Sample ID Name Generator LOk-factor No. of
[pb] events

147105 ZeeNp0 AlpgenPythia 718.97 1.18 6298988
147106 ZeeNp1 AlpgenPythia 175.7 1.18 8199476
147107 ZeeNp2 AlpgenPythia 58.875 1.18 3175991
147108 ZeeNp3 AlpgenPythia 15.636 1.18 814995
147109 ZeeNp4 AlpgenPythia 4.0116 1.18 348597
147110 ZeeNp5Incl AlpgenPythia 1.2592 1.18 219700
147113 ZmumuNp0 AlpgenPythia 719.16 1.18 6288796
147114 ZmumuNp1 AlpgenPythia 175.74 1.18 8088384
147115 ZmumuNp2 AlpgenPythia 58.882 1.18 3175488
147116 ZmumuNp3 AlpgenPythia 15.673 1.18 844799
147117 ZmumuNp4 AlpgenPythia 4.0057 1.18 378200
147118 ZmumuNp5Incl AlpgenPythia 1.2544 1.18 179200
147121 ZtautauNp0 AlpgenPythia 718.87 1.18 16797868
147122 ZtautauNp1 AlpgenPythia 175.76 1.18 10679582
147123 ZtautauNp2 AlpgenPythia 58.856 1.18 3740893
147124 ZtautauNp3 AlpgenPythia 15.667 1.18 1011994
147125 ZtautauNp4 AlpgenPythia 4.0121 1.18 378798
147126 ZtautauNp5Incl AlpgenPythia 1.256 1.18 209799
200332 ZeebbNp0 AlpgenPythia 0.45959 1.18 1629895
200333 ZeebbNp1 AlpgenPythia 0.33059 1.18 619997
200334 ZeebbNp2 AlpgenPythia 0.14807 1.18 170000
200335 ZeebbNp3Incl AlpgenPythia 0.079647 1.18 109997
200340 ZmuumbbNp0 AlpgenPythia 0.45871 1.18 1529994
200341 ZmumubbNp1 AlpgenPythia 0.33007 1.18 449700
200342 ZmumubbNp2 AlpgenPythia 0.14886 1.18 219999
200343 ZmumubbNp3Incl AlpgenPythia 0.079763 1.18 109499
200348 ZtautaubbNp0 AlpgenPythia 0.45949 1.18 259999
200349 ZtautaubbNp1 AlpgenPythia 0.32987 1.18 90000
200350 ZtautaubbNp2 AlpgenPythia 0.14796 1.18 50000
200351 ZtautaubbNp3Incl AlpgenPythia 0.079949 1.18 50000
200432 ZeeccNp0 AlpgenPythia 0.41161 1.18 279998
200433 ZeeccNp1 AlpgenPythia 0.29829 1.18 169499
200434 ZeeccNp2 AlpgenPythia 0.13703 1.18 100000
200435 ZeeccNp3Incl AlpgenPythia 0.07637 1.18 50000
200440 ZmuumccNp0 AlpgenPythia 0.4114 1.18 289798
200441 ZmumuccNp1 AlpgenPythia 0.29799 1.18 190000
200442 ZmumuccNp2 AlpgenPythia 0.13717 1.18 90000
200443 ZmumuccNp3Incl AlpgenPythia 0.07637 1.18 40000
200448 ZtautauccNp0 AlpgenPythia 0.41194 1.18 269999
200449 ZtautauccNp1 AlpgenPythia 0.29787 1.18 159900
200450 ZtautauccNp2 AlpgenPythia 0.13705 1.18 100000
200451 ZtautauccNp3Incl AlpgenPythia 0.07655 1.18 49999

Table B.9: Alternative Z+jets MC samples for Z decaying to charged leptons
listed with their corresponding sample ID, event generator, LO cross section,
k-factor and number of generated events.
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Sample ID Name NLO k-factor filter No. of
(event generator: AlpgenJimmy) [pb] eff. events

156803 ZnunuNp0_filt1jet 4151.5 1.23 0.00646 5000
156804 ZnunuNp1_filt1jet 892.4 1.23 0.455 85000
156808 ZnunuNp1_met70_filt1jet 69.51 1.0 0.999 75000
156805 ZnunuNp1_met140_filt1jet 6.032 1.0 1.0 95000
156806 ZnunuNp1_met280_filt1jet 0.243 1.0 1.0 25000
156807 ZnunuNp1_met500_filt1jet 0.00895 1.0 1.0 5000
156809 ZnunuNp2_filt1jet 282.1 1.23 0.761 40000
156813 ZnunuNp2_met70_filt1jet 60.97 1.0 0.991 100000
156810 ZnunuNp2_met140_filt1jet 8.00 1.0 1.0 150000
156811 ZnunuNp2_met280_filt1jet 0.46 1.0 1.0 50000
156812 ZnunuNp2_met500_filt1jet 0.0229 1.0 1.0 13000
156814 ZnunuNp3_filt1jet 82.0 1.23 0.906 15000
156818 ZnunuNp3_met70_filt1jet 27.54 1.0 0.986 75000
156815 ZnunuNp3_met140_filt1jet 5.244 1.0 1.0 110000
156816 ZnunuNp3_met280_filt1jet 0.392 1.0 1.0 50000
156817 ZnunuNp3_met500_filt1jet 0.0227 1.0 1.0 13000
156819 ZnunuNp4_filt1jet 21.6 1.23 0.965 4000
156823 ZnunuNp4_met70_filt1jet 9.432 1.0 0.993 25000
156820 ZnunuNp4_met140_filt1jet 2.347 1.0 1.0 120000
156821 ZnunuNp4_met280_filt1jet 0.220 1.0 1.0 45000
156822 ZnunuNp4_met500_filt1jet 0.0142 1.0 1.0 10000
156824 ZnunuNp5_filt1jet 6.6 1.23 0.989 8000
156828 ZnunuNp5_met70_filt1jet 3.352 1.0 0.998 19000
156825 ZnunuNp5_met140_filt1jet 1.042 1.0 1.0 30000
156826 ZnunuNp5_met280_filt1jet 0.121 1.0 1.0 17000
156827 ZnunuNp5_met500_filt1jet 0.00876 1.0 1.0 4000

Table B.10: Alternative MC samples for Z+jets with the Z decaying to
neutrino pairs, generated with AlpgenJimmy and listed with their corre-
sponding sample ID, LO cross section, k-factor, filter efficiency, NNLO cross
section,and number of generated events.

Sample ID Generator Final state NLO [pb] k-factor No. of events
126892 Sherpa W+W− → `ν`ν 5.50 1.06 2699994
126893 Sherpa W±Z → ```ν 9.75 1.05 2699893
126894 Sherpa ZZ → ```` 8.74 1.00 3799491
126895 Sherpa ZZ → ``ν`ν 0.496 1.05 899899

Table B.11: Baseline diboson MC samples with their corresponding sample
ID, event generator, final state, NLO cross section, k-factor and number of
generated events.
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Sample ID Name NLO k-factor filter No. of
(event generator: Powheg+Pythia8) [pb] eff. events

126928 WpWm_ee 0.598 1.078 1.000 599700
126929 WpWm_me 0.597 1.079 1.000 600000
126930 WpWm_te 0.598 1.079 1.000 580000
126931 WpWm_em 0.598 1.078 1.000 589999
126932 WpWm_mm 0.597 1.079 1.000 600000
126933 WpWm_tm 0.597 1.079 1.000 599798
126934 WpWm_et 0.597 1.080 1.000 580000
126935 WpWm_mt 0.598 1.079 1.000 599999
126936 WpWm_tt 0.598 1.079 1.000 580000
126937 ZZ_4e_mll4_2pt5 0.077 1.000 0.908 1099997
126938 ZZ_2e2mu_mll4_2pt5 0.176 1.000 0.827 1599696
126939 ZZ_2e2tau_mll4_2pt5 0.175 1.000 0.583 1079798
126940 ZZ_4mu_mll4_2pt5 0.077 1.000 0.912 1099798
126941 ZZ_2mu2tau_mll4_2pt5 0.175 1.000 0.587 1069799
126942 ZZ_4tau_mll4_2pt5 0.077 1.000 0.106 299999
126949 ZZllnunu_ee_mll4 0.054 3.000 1.000 299400
126950 ZZllnunu_mm_mll4 0.054 3.000 1.000 300000
126951 ZZllnunu_tt_mll4 0.054 3.000 1.000 299999
129477 WZ_Wm11Z11_mll0p250d0_2LeptonFilter5 1.407 1.122 0.295 190000
129478 WZ_Wm11Z13_mll0p4614d0_2LeptonFilter5 0.938 1.122 0.352 190000
129479 WZ_Wm11Z15_mll3p804d0_2LeptonFilter5 0.175 1.122 0.167 75999
129480 WZ_Wm13Z11_mll0p250d0_2LeptonFilter5 1.399 1.122 0.294 159999
129481 WZ_Wm13Z13_mll0p4614d0_2LeptonFilter5 0.954 1.122 0.351 190000
129482 WZ_Wm13Z15_mll3p804d0_2LeptonFilter5 0.175 1.122 0.169 76000
129483 WZ_Wm15Z11_mll0p250d0_2LeptonFilter5 1.399 1.122 0.143 70000
129484 WZ_Wm15Z13_mll0p4614d0_2LeptonFilter5 0.938 1.122 0.183 76000
129485 WZ_Wm15Z15_mll3p804d0_2LeptonFilter5 0.172 1.122 0.059 9000
129486 WZ_W11Z11_mll0p250d0_2LeptonFilter5 0.980 1.144 0.297 189899
129487 WZ_W11Z13_mll0p4614d0_2LeptonFilter5 0.639 1.144 0.353 190000
129488 WZ_W11Z15_mll3p804d0_2LeptonFilter5 0.113 1.144 0.160 76000
129489 WZ_W13Z11_mll0p250d0_2LeptonFilter5 0.936 1.144 0.298 190000
129490 WZ_W13Z13_mll0p4614d0_2LeptonFilter5 0.649 1.144 0.354 190000
129491 WZ_W13Z15_mll3p804d0_2LeptonFilter5 0.113 1.144 0.160 76000
129492 WZ_W15Z11_mll0p250d0_2LeptonFilter5 0.936 1.144 0.148 76000
129493 WZ_W15Z13_mll0p4614d0_2LeptonFilter5 0.639 1.144 0.187 75999
129494 WZ_W15Z15_mll3p804d0_2LeptonFilter5 0.111 1.144 0.057 19000
178411 ZZ_2e2tau_mll4_taufilter 0.175 1.000 0.084 100000
178412 ZZ_2mu2tau_mll4_taufilter 0.175 1.000 0.082 100000
178413 ZZ_4tau_mll4_taufilter 0.077 1.000 0.324 299998
179385 WZ_Wm11Z15_mll3p80d40_taufilter 0.175 1.122 0.163 76000
179386 WZ_Wm13Z15_mll3p80d40_taufilter 0.175 1.122 0.164 66000
179387 WZ_Wm15Z11_mll0p250d0_taufilter 1.399 1.122 0.053 19000
179388 WZ_Wm15Z13_mll0p4614d0_taufilter 0.938 1.122 0.058 19000
179389 WZ_Wm15Z15_mll3p804d0_taufilter 0.172 1.122 0.198 19000
179390 WZ_W11Z15_mll3p80d40_taufilter 0.113 1.144 0.151 75999
179391 WZ_W13Z15_mll3p80d40_taufilter 0.113 1.144 0.152 76000
179392 WZ_W15Z11_mll0p250d0_taufilter 0.936 1.144 0.057 19000
179393 WZ_W15Z13_mll0p4614d0_taufilter 0.639 1.144 0.066 19000
179394 WZ_W15Z15_mll3p804d0_taufilter 0.111 1.144 0.183 19000

Table B.12: Alternative Powheg+Pythia8 diboson MC samples with their
corresponding sample ID, final state, NLO cross section, k-factor filter effi-
ciency and number of generated events.
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Sample ID Name Generator LO [pb] FE No. of events
147900 jetjet_JZ0 Pythia8 72.85×109 0.985 1000000
147901 jetjet_JZ1 Pythia8 72.85×109 0.014 999877
147902 jetjet_JZ2 Pythia8 26.4×106 0.108 999996
147903 jetjet_JZ3 Pythia8 544070 0.064 999996
147904 jetjet_JZ4 Pythia8 6445.4 0.031 999777
147905 jetjet_JZ5 Pythia8 39.74 0.034 999609
147906 jetjet_JZ6 Pythia8 0.416 0.063 997663
147907 jetjet_JZ7 Pythia8 0.041 0.015 997854

Table B.13: Baseline multijet MC samples with their corresponding sample
ID, event generator, cross section, filter efficiency and number of generated
events.

Sample ID Name Generator LO [pb] k-factor # events
146830 ZeeNp0Excl_Mll10to60 AlpgenJimmy 3477.2 1.19 999998
146831 ZeeNp1Excl_Mll10to60 AlpgenJimmy 108.8 1.19 299999
146832 ZeeNp2Excl_Mll10to60 AlpgenJimmy 52.8 1.19 469999
146833 ZeeNp3Excl_Mll10to60 AlpgenJimmy 11.3 1.19 144500
146834 ZeeNp4Excl_Mll10to60 AlpgenJimmy 2.59 1.19 36300
146835 ZeeNp5Incl_Mll10to60 AlpgenJimmy 0.693 1.19 79619
146840 ZmumuNp0Excl_Mll10to60 AlpgenJimmy 3477.1 1.19 999999
146841 ZmumuNp1Excl_Mll10to60 AlpgenJimmy 108.7 1.19 299998
146842 ZmumuNp2Excl_Mll10to60 AlpgenJimmy 52.7 1.19 469998
146843 ZmumuNp3Excl_Mll10to60 AlpgenJimmy 11.2 1.19 144499
146844 ZmumuNp4Excl_Mll10to60 AlpgenJimmy 2.60 1.19 36300
146845 ZmumuNp5Incl_Mll10to60 AlpgenJimmy 0.69 1.19 79740
146850 ZtautauNp0Excl_Mll10to60 AlpgenJimmy 3477.1 1.19 999898
146851 ZtautauNp1Excl_Mll10to60 AlpgenJimmy 108.7 1.19 299999
146852 ZtautauNp2Excl_Mll10to60 AlpgenJimmy 52.7 1.19 469999
146853 ZtautauNp3Excl_Mll10to60 AlpgenJimmy 11.33 1.19 144399
146854 ZtautauNp4Excl_Mll10to60 AlpgenJimmy 2.59 1.19 218400
146855 ZtautauNp5Incl_Mll10to60 AlpgenJimmy 0.692 1.19 79979

Table B.14: Drell-Yan samples with their corresponding sample ID, event
generator, LO cross section, k-factor, NNLO cross section,and number of
generated events.
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B.2 Signal Contamination in Background Con-
trol Regions
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(a) Top fake CR
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(b) Top true CR
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(c) W/Z fake CR
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(d) W/Z true CR
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Figure B.1: Contamination in the Standard Model background control re-
gions from the bRPV grid evaluated in the analysis.
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(a) Top fake CR
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(b) Top true CR
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(c) W/Z fake CR
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(d) W/Z true CR
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Figure B.2: Contamination in the Standard Model background control re-
gions from the mSUGRA grid evaluated in the analysis.
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B.3 Generator Comparisons
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Figure B.3: Comparison of the nominal (blue) and alternative (orange) tt̄
generators. The distributions are normalised to unity.
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Figure B.4: Comparison of the nominal (blue) and alternative (orange)
W+jets generators. The distributions are normalised to unity.
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Figure B.5: Comparison of the nominal (blue) and alternative (orange)
Z+jets generators. The distributions are normalised to unity.
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Figure B.6: Signal region selection efficiencies for the tight signal region in
the GMSB (top), bRPV (middle) and mSUGRA (bottom) signal grids.
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Figure B.7: Signal region selection efficiencies for the loose signal region in
the GMSB (top), bRPV (middle) and mSUGRA (bottom) signal grids.
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B.5 Signal Uncertainties
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Figure B.8: Relative signal region uncertainties for the bRPV grid. The left
hand column show uncertainties in the loose signal region, while the tight
signal region uncertainties are to the right.



256 Additional Material for the 8 TeV ATLAS Analysis

S
ta

tis
tic

al
 u

nc
er

ta
in

ty
 in

 S
R

 [%
]

0

5

10

15

20

25

30

35

40

45

50

 [GeV]0m

1000 2000 3000 4000 5000 6000

 [G
eV

]
1/

2
m

100

200

300

400

500

600

700

800

900

1000

1100
 > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan

(a) Statistical uncertainty

S
ta

tis
tic

al
 u

nc
er

ta
in

ty
 in

 S
R

 [%
]

0

5

10

15

20

25

30

35

40

45

50

 [GeV]0m

1000 2000 3000 4000 5000 6000

 [G
eV

]
1/

2
m

100

200

300

400

500

600

700

800

900

1000

1100
 > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan

(b) Statistical uncertainty

S
ys

te
m

at
ic

 u
nc

er
ta

in
ty

 in
 S

R
 [%

]

0

5

10

15

20

25

30

35

40

45

50

 [GeV]0m

1000 2000 3000 4000 5000 6000

 [G
eV

]
1/

2
m

100

200

300

400

500

600

700

800

900

1000

1100
 > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan

(c) Systematic uncertainty
S

ys
te

m
at

ic
 u

nc
er

ta
in

ty
 in

 S
R

 [%
]

0

5

10

15

20

25

30

35

40

45

50

 [GeV]0m

1000 2000 3000 4000 5000 6000

 [G
eV

]
1/

2
m

100

200

300

400

500

600

700

800

900

1000

1100
 > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan

(d) Systematic uncertainty

C
ro

ss
 s

ec
tio

n 
un

ce
rt

ai
nt

y 
in

 S
R

 [%
]

0

5

10

15

20

25

30

35

40

45

50

 [GeV]0m

1000 2000 3000 4000 5000 6000

 [G
eV

]
1/

2
m

100

200

300

400

500

600

700

800

900

1000

1100
 > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan

(e) Cross-section uncertainty

C
ro

ss
 s

ec
tio

n 
un

ce
rt

ai
nt

y 
in

 S
R

 [%
]

0

5

10

15

20

25

30

35

40

45

50

 [GeV]0m

1000 2000 3000 4000 5000 6000

 [G
eV

]
1/

2
m

100

200

300

400

500

600

700

800

900

1000

1100
 > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan

(f) Cross-section uncertainty

Figure B.9: Relative signal region uncertainties for the mSUGRA grid. The
left hand column show uncertainties in the loose signal region, while the tight
signal region uncertainties are to the right.
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B.6 Event Displays

(a) Event #: 203336, Run #: 24360566 (b) Event #: 203876, Run #: 41053432

(c) Event #: 214176, Run #: 99327014

Figure B.10: Selected event displays for tight signal regions events observed
in the data. Jets are indicated by cones, while the hadronic τ is shown as
a thick light blue line. The red arrow illustrates the Emiss

T observed in the
event.
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B.7 Signal Grid CLs Values
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Figure B.11: Expected (left) and observed (right) CLs values for the GMSB,
mSUGRA and bRPV signal grids.
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B.8 Preliminary 8 TeV Results

 [TeV]Λ
40 50 60 70 80 90 100

β
ta

n 

10

20

30

40

50

60
=1grav>0, Cµ=3, 5=250 TeV, NmessGMSB: M

Theory
excl.

 (
10

00
 G

eV
)

g~

 (
12

00
 G

eV
)

g~

 (
14

00
 G

eV
)

g~

 (
16

00
 G

eV
)

g~

 (
18

00
 G

eV
)

g~  (
20

00
 G

eV
)

g~

Theory
excl.

ATLASPreliminary

=8 TeVs, -1L dt = 20.7 fb∫

Two tau observed limit

Two tau expected limit

One tau observed limit

One tau expected limit

)1τ∼OPAL 95% CL ( 

(a) GMSB (individual)

 [TeV]Λ
40 50 60 70 80 90 100

β
ta

n 

10

20

30

40

50

60
=1grav>0, Cµ=3, 5=250 TeV, NmessGMSB: M

Theory
excl.

 (
10

00
 G

eV
)

g~

 (
12

00
 G

eV
)

g~

 (
14

00
 G

eV
)

g~

 (
16

00
 G

eV
)

g~

 (
18

00
 G

eV
)

g~  (
20

00
 G

eV
)

g~

Theory
excl.

ATLASPreliminary

=8 TeVs, -1L dt = 20.7 fb∫

)theory
SUSYσ1 ±Observed limit (

)expσ1 ±Expected limit (

(different spectrum generator)
Combined 7 TeV Exclusion

)1τ∼OPAL 95% CL ( 

(b) GMSB (combined)

 [GeV]0m
400 500 600 700 800 900 1000 1100 1200 1300

 [G
eV

]
1/

2
m

400

450

500

550

600

650

700

750

800

850

900
 > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan  > 0µ, 0 = -2m0 = 30, AβMSUGRA/CMSSM: tan

 (2000 GeV)

q~

 (1800GeV)

q~

 (1600 GeV)

q~

 (1000 GeV)g~

 (1400 GeV)g~

 (1800 GeV)g~

ATLAS Preliminary

=8 TeVs, -1L dt = 20.7 fb∫

)theory
SUSYσ1 ±Observed limit (

)expσ1 ±Expected limit (

(c) mSUGRA

 [GeV]τ∼m
120 140 160 180 200 220 240 260 280 300 320

 [
G

e
V

]
g~

m

400

500

600

700

800

900

1000

1100

1200

1300
=400 GeVµ,  

g~
>>m

q~
 is NLSP,mτ∼Natural Gauge Mediated Model, 

ATLAS Preliminary

=8 TeVs, ­1L dt = 20.7 fb∫

)
theory
SUSYσ1 ±Observed limit (

)expσ1 ±Expected limit (

(d) nGM

Figure B.12: Preliminary results published using the full 2012 dataset.
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